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If we could change ourselves, the tendencies in the world would also change. As a 

man changes his own nature, so does the attitude of the world change towards 

him. We need not wait to see what others do. 

 

Mahatma Gandhi 
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Abstract 

The accelerated development of communication technologies in this decade has 

allowed the use of large spatiotemporal traffic datasets for research related to 

intelligent transport systems (ITS). ITS applications based on large sets of traffic data 

enable the solution to problems arising from the growth of urban centers around the 

world. Some of the problems of increasing traffic demand in urban centers are 

manifested through traffic congestion that leads to increased travel time on the 

transport network and environmental pollution due to increased exhaust gases 

leading to reduced quality of life. The aim of this doctoral thesis is to develop methods 

for classifying different states of the traffic network using the proposed traffic data 

representation named the Speed Transition Matrix (STM). The thesis will present three 

methods of classifying the state of road traffic networks based on the proposed STM 

traffic data representation. The methods relate to classifying traffic network congestion 

in urban areas, detecting anomalies in traffic patterns on the urban transport network, 

and detecting bottlenecks on motorways due to increased traffic demand. The result 

indicates that STM can be used for mentioned tasks with high accuracy. Obtained 

methods can be used in traffic monitoring and control systems in a variety of use cases 

like bottleneck prevention, traffic lights optimization, and delivery vehicles routing. 

 

Keywords:  speed transition matrix, machine learning, anomaly detection, traffic state 

estimation, traffic congestion estimation, motorway bottlenecks, traffic data modeling 

  



 

 

 

 

  



 

 

Prošireni sažetak 

KLASIFIKACIJA STANJA PROMETNE MREŽE PRIMJENOM MODELA ZASNOVANOGA 

NA PRIJELAZNOJ MATRICI BRZINA 

Ubrzani razvoj komunikacijskih tehnologija u ovom desetljeću omogućava 

korištenje velikih skupova prostorno-vremenskih prometnih podataka za istraživanja 

vezana za inteligentne transportne sustave (ITS). ITS aplikacije zasnovane na velikim 

skupovima prometnih podataka omogućavaju rješavanje problema koji nastaju zbog 

rasta urbanih centara diljem svijeta. Neki od problema povećanja prometne potražnje 

u gradskim središtima se očituju kroz prometna zagušenja koja dovode do povećanja 

vremena putovanja na prometnoj mreži i zagađenja okoliša zbog povećane količine 

ispušnih plinova što dovodi do smanjenja kvalitete života. Cilj doktorskog rada je 

razviti metode za klasifikaciju različitih stanja prometne mreže modeliranjem 

prometnih podataka prijelaznim matricama brzina (eng. SpeedTransition Matrix - 

STM). U radu će se prikazati tri metode klasifikacije stanja cestovne prometne mreže 

koje se temelje na predloženom STM prikazu podataka. Metode se odnose na 

klasifikaciju zagušenja prometne mreže u gradskim sredinama, detekciju anomalija u 

prometnim uzorcima na gradskoj prometnoj mreži i detekciju uskih grla na 

autocestama zbog povećane prometne potražnje. 

STM je nova metoda prikaza prometnih podataka koja se ovom disertacijom 

predlaže kao vizualizacijska metoda i ulazni podatak za metode klasifikacije stanja 

prometne mreže. STM se zasniva na matrici koja prikazuje vjerojatnost prijelaza 

(promijene) između ulazne i izlazne brzine na promatranoj tranziciji, gdje tranzicija 

predstavlja kretanje vozila između dva cestovna segmenta na prometnoj mreži u 

određenom vremenskom intervalu. Svaka tranzicija sadrži dva povezana cestovna 

segmenta, označenih kao ulazni i izlazni, ovisno o smjeru kretanja vozila. Vjerojatnosti 

prijelaza brzine prikazani STM-om vizualno se grupiraju u prometne uzorke koji se 

mogu koristiti za klasifikaciju stanja prometne mreže procjenom njihove relativne 

pozicije u STM-u. Stoga je najvažniji parametar za određivanje stanja prometne mreže 

korištenjem STM prikaza centar mase (engl. Center of Mass - CoM) prikazanog 



 

 

prometnog uzorka. Parametar CoM prikazuje poziciju uzorka na temelju kojeg se 

klasificira stanje prometne mreže temeljem vjerojatnosti prijelaza brzine na 

promatranoj tranziciji. 

Ova disertacija pisana je prema takozvanom Skandinavskom modelu u sklopu 

koje je objavljeno tri znanstvena rada koji prikazuju originalni doprinos u području 

prometa i transporta.  

Prvi rad prikazuje razvoj metode detekcije prometnih zagušenja na temelju STM 

prikaza prometnih podataka . U ovom dijelu istraživanja, atributi koji predstavljaju 

položaj prometnog uzorka prikazanog STM-om, bit će izdvojeni ekstrakcijom 

koordinata CoM-a. Izdvojeni atributi će se zatim koristiti kao ulaz u model za 

klasifikaciju stanja prometne mreže na razini grada. Za ovaj dio istraživanja koristit će 

se skup podataka koji sadrži GNSS pozicijske podatke. Grad Zagreb je izabran za 

eksperimentalno područje kao europski grad srednje veličine s velikim brojem 

prikupljenih podatkovnih točaka.  Temeljem relevantne literature i domenskog znanja, 

svakoj izračunatoj STM je dodijeljeno jedno od stanja prometne mreže i to “slobodni 

prometni tok”, “stabilni prometni tok” ili “prometno zagušenje”. Nakon provedene 

validacije nad stvarnim označenim prometnim podacima i podacima označenim 

pomoću stručnog priručnika Highway Capacity Manual (HCM), metoda je ostvarila 

vrijednosti točnosti od 97%, odnosno 91%. U ovom radu metoda je primijenjena  za 

analizu stanja prometne mreže na Zagrebačkim mostovima. Rezultati istraživanja 

ukazuju na neefikasnu prometnu signalizaciju i upravljanje prometnim tokovima.  

Drugi rad prikazuje razvoj metode detekcije neočekivanih događaja (anomalija) 

u velikom skupu podataka o gradskom prometu. Ovaj dio istraživanja ima za cilj 

klasificirati prometne uzorke prikazane STM-ovima kao očekivane ili ne, na temelju 

atributa izdvojenih izračunavanjem CoM-a. Glavna pretpostavka je da se anomalija 

može otkriti promatranjem promjena u položaju CoM-a unutar STM-a. Povećavanjem 

Euklidske udaljenost između CoM-a i glavne dijagonale STM-a, raste vjerojatnost da 

će prometni uzorak biti klasificiran kao neočekivan. Na pozicijama koje su udaljenije 

od glavne dijagonale, mogu se uočiti dvije vrste prostornih prijelaza: (i) prijelazi s 

visokih izvorišnih na niske odredišne brzine, koji predstavljaju nagla kočenja vozila 



 

 

(donji lijevi kut STM-a), i (ii) prijelazi s niske izvorišne brzine do visokih odredišnih 

brzina koje predstavljaju intenzivna ubrzanja (gornji desni kut STM-a). Predložena 

metoda detekcije anomalija temeljit će se na modelu dekompozicije tenzora. Ulazni 

tenzori će se formirati pomoću STM-a unutar promatranih vremenskih intervala, koji 

će rezultirati tenzorom dimenzija 𝑀 × 𝑁 × 𝑇, gdje 𝑀 predstavlja duljinu dimenzije 

STM-a, 𝑁 broj promatranih prijelaza i 𝑇 broj promatranih vremenskih intervala. Zatim 

će se dekompozicija tenzora koristiti za izdvajanje prometnih uzoraka na razini cijelog 

gradskog područja. Metoda je uspješno korištena za detektiranje pozicija u gradskom 

području koja imaju najveći potencijal za stvaranje zagušenja uzrokovanih 

anomalijama u prometnim tokovima. Također, rezultat metode je pokazao lokaciju i 

vrijeme kada se navedena zagušenja mogu očekivati. 

Treći rad prikazuje razvoj metode detekcije uskih grla na autocestama, koja 

predstavlja proširenje predložene metode za detekciju anomalija. Ovo je prirodni 

nastavak jer su uska grla često uzrokovana neočekivanim događajima na autocestama. 

Glavni cilj je izdvojiti STM atribute zasnovane na CoM-u i koristiti ih kao ulazni 

parametar metode strojnog učenja za procjenu vjerojatnosti uskog grla. Algoritam 

zasnovan na primjeni neizrazite logike, dodatno optimiziran genetskim algoritmom, 

korišten je za procjenu vjerojatnosti nastanka uskog grla. Glavne varijable korištene za 

algoritam su izdvojene iz STM-a, a predstavljaju udaljenost CoM-a od glavne 

dijagonale i udaljenost istog od izvorišta STM-a. Za ovaj dio istraživanja korišten je 

sintetički skup prometnih podataka izdvojen iz mikrosimulacijskog softvera. Metoda 

je evaluirana na različitim prometnim scenarijima koji uključuju stvaranje uskih grla 

na autocestama. Scenariji uključuju sudar na autocesti, visok dotok vozila s ulazne 

rampe koji dovodi do stvaranja uskog grla i takozvano pomično usko grlo uzrokovano 

velikim brojem vozila teške kategorije vozila na autocesti. 

Objavljeni radovi zajednički čine cjelinu i znanstveni doprinos u području 

prometa i transporta u smislu prijedloga tri metode zasnovane na korištenju nove 

metode prikaza prometnih podataka naziva STM. Znanstveni doprinosi su sljedeći:  

1. Razvoj metode klasifikacije stanja prometne mreže zasnovane na matrici 

prijelaznih brzina. 



 

 

2. Razvoj metode detekcije anomalija na prometnoj mreži zasnovane na 

matrici prijelaznih brzina. 

3. Razvoj metode detekcije i procjene vjerojatnosti nastanka uskih grla na 

autocestama zasnovane na matrici prijelaznih brzina. 

 

Ključne riječi: prijelazna matrica brzina, strojno učenje, detekcija anomalija, procjena 

stanja prometne mreže, uska grla na autocestama 
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Chapter 1   

Introduction 

Economic, demographic, and technology development act as enablers in support 

of the increase in the rising need of human mobility, especially in large urban 

environments. The increased need for mobility inevitably leads to innovations in the 

traffic management and control domain to cope with the challenges of the increased 

traffic demand. Aside from the positive effects of the increased mobility, it also results 

in negative effects mostly related to traffic congestion, like increased travel time and 

pollution. In a report from the European Commission (European Commission 2017), 

the authors state that congestion due to the increased mobility accounts for 40% of all 

CO2 emissions of the European road transport with the 70% of other pollutants from 

transport. Consequently, the total indirect cost of the congestion, on the scale of the 

European Union is approximately €100 billion, which is about 1% of the total annual 

gross domestic product. 

The research in the field of the Intelligent Transport Systems (ITS) enable the 

usage of the large traffic dataset that are collected to cope with the challenges of the 

increased traffic demand (Nkoro and Vershinin 2014). The first step in dealing with 

traffic congestion is the traffic state estimation and classification. In this thesis, three 

methods for the traffic state classification are proposed based on a novel traffic data 

representation named Speed Transition Matrix (STM). The proposed methods are 

related to city-wide traffic congestion estimation, anomaly detection and detection of 

bottlenecks on motorways. 
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1.1  Speed Transition Matrix 

STM is a novel traffic data representation method. It is based on a matrix which 

shows the probability of change between origin and destination speeds on the 

observed transition, where the transition represents the movement of vehicles between 

two road segments on the traffic network in a defined time interval. Each transition 

contains two consecutive road segments, marked as origin and destination, depending 

on the vehicle movement direction. This thesis shows the use cases of applying the 

STM for visualization of traffic data and as an input for road traffic congestion 

clustering, anomaly detection, and bottleneck detection methods.  

As a matrix data representation, the STM can be represented by expression: 

 𝑋(𝑖𝑗)(∆𝑡) = (

𝑝11 𝑝12 ⋯ 𝑝1𝑛

𝑝21 ⋱ ⋮

⋮ ⋱ ⋮
𝑝𝑚1 ⋯ ⋯ 𝑝𝑚𝑛

), (1.1) 

 

where 𝑋(𝑖𝑗) represents the STM which is computed from the origin edge 𝑒𝑖 to the 

destination edge 𝑒𝑗 representing the 𝑖𝑗-th transition at the observed traffic network, ∆𝑡 

represents data collection time interval, which is used to discretize the time into 

buckets, ex. 5 min, 15min or 1h. The 𝑝𝑚𝑛 represents one cell in the STM which 

represents the probability that vehicle will have origin speed 𝑚 and destination speed 

𝑛 in 𝑖𝑗-th transition during interval of ∆𝑡. 

Regarding its matrix form, the STM can be represented visually as a heatmap, 

where ordinate (y coordinate) represents the relative origin speed and abscissa (x 

coordinate) represents relative destination speed. Figure 1.1 presents two possible 

STMs computed for traffic road network’s transitions. Figure 1.1 (left) shows the 

congested traffic due to the small origin and destination speeds. On the other hand, 

Figure 1.1 (right) shows the normal traffic due to high origin and destination speeds.  



 

 
 

3 
 

 

Figure 1.1 Examples of the STMs: (left) congested traffic represented with low origin and destination 
speeds and (right) normal traffic represented with high origin and destination speeds. 

As can be observed in the figure above, transition probability values represented 

by the STM form a traffic pattern. Its position in the matrix is the most important 

feature which can be extracted for a traffic state estimation as it directly shows the 

transitions speeds on the observed road segments. Furthermore, the most important 

parameter for determining the traffic state using the STM model is the Center of Mass 

(CoM) (Jordaan 2005) of the presented traffic pattern. The CoM represents the position 

of the pattern extracted from the STM, which represents traffic state on the network, 

based on the probability of speed change at the observed transition. 

The STM-based traffic data representation captures spatiotemporal correlations 

between consecutive road segments. This is achieved by capturing speed transition 

pairs, which form a traffic pattern. Furthermore, this pattern will consequentially show 

the average speed pairs weighted with the spatial correlations of the observed origin 

and destination road segments. This approach can be compared with the methods 

which include more sensor readings of the same parameter to achieve greater accuracy 

like Kalman filter or Hough transform. 
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1.2  Literature review 

This section reviews the most important literature for every topic that is crucial 

for the development of the proposed methods. A more detailed review can be found 

in chapters containing published papers where each paper includes a dedicated 

literature review section. 

1.2.1  Traffic data modeling 

When modeling traffic data, the authors most often use models based on 

aggregating a large amount of collected data on traffic parameters such as speed, 

density, and traffic flow. Parameters are modeled with vectors that show the traffic 

parameter change in one day divided into several time intervals of the most common 

intervals of 5, 15, 30 or 60 minutes, which are called profiles (Erdelić et al. 2021). The 

problem with this type of modeling arises due to the aggregation of many different 

values within narrow time intervals, which leads to large deviations in models. Also, 

the profiles show the change of the traffic parameter in the time domain, which 

prevents the simultaneous use of space-time data. More complex models, based on 

matrices, enable the analysis of spatio-temporal data (Ma et al. 2017a; Nguyen, Liu, 

and Chen 2017). Such matrices most often show a change in the traffic parameter in 

the matrix cells, where the rows of the matrix show the road segments and the columns 

of the matrix the time intervals. Another type of matrix models for displaying traffic 

data are origin-destination matrices (Rao et al. 2018). The cells of such a matrix contain 

values of the number of vehicles that traveled between the origins shown in the rows 

and destinations shown in columns of the matrix. The disadvantage of origin-

destination matrices is the inability to reconstruct the route used by the vehicle 

between the origin and the travel destination. To overcome the mentioned 

shortcomings of vector and matrix models, the use of STM representation is proposed 

in this thesis. The STM representation does not aggregate data into a single scalar value 

within narrow time intervals, and it contains all recorded speed transition values in a 
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matrix. In addition to the above advantages, STM can also be used when data is 

collected from delivery vehicles, which is not the case when using the classic origin-

destination matrix.  

1.2.2  Traffic congestion classification 

The goal of the methods for classifying the traffic network’s congestion is to 

group the road segments based on traffic states into classes that describe the level of 

congestion. The authors in the known research (Kerner 2002) present the classification 

of congestion on road segments using the so-called three-phase traffic model where 

traffic congestion is divided into classes "moving congestion", "synchronized traffic 

flow" and "free traffic flow". In (Nguyen et al. 2019), the authors use convolutional 

neural networks to classify traffic images and divide the traffic congestion of the 

network into "isolated", "low frequency", "high frequency", "homogeneous" and 

"mixed". In (Jin, Srinivasan, and Cheu 2001; Thianniwet and Phosaard 2009), the 

authors use speed as the main traffic parameter for classification. The condition of the 

transport network is divided into three classes "congestion", "high traffic load" and 

"low traffic load". 

In this thesis, the traffic congestion on the network is divided into three classes, 

"free traffic flow", "unstable traffic flow" and "congestion", respectively. The proposed 

classification method is based on the calculation of the CoM of each of the STMs 

showing the traffic pattern on the observed road. By estimating the CoM coordinates, 

the process of classifying the state of the transport network has been reduced to the 

problem of classifying points in a two-dimensional coordinate system. This method 

speeds up and simplifies the process of classification of traffic patterns.  
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1.2.3  Anomaly detection 

The goal of anomaly detection methods is to identify data that deviate from the 

defined normal state and can thus be classified as unexpected. There are two types of 

traffic anomalies in the research literature: recurrent traffic anomalies and non-

recurrent traffic anomalies. The recurrent traffic anomalies are referred to the ones 

which can happen in the recurring manner like rush hours. They are classified as 

anomalies even regarding the fact that recurrent behavior can be modeled and 

classified and as such do not follow the classic anomaly definition of unexpected 

events. In the context of road traffic research, the term recurring anomaly is used 

because rush hours produce extreme congestion (compared to the normal traffic) 

where its impact cannot be exactly modeled and as such can be defined as anomalies. 

The second type of anomalies are non-recurrent ones which represent unexpected 

traffic behavior. This anomalous traffic behavior is often triggered by anomalous 

events like traffic accidents, large social events or similar. 

The first step in implementing anomaly detection methods is to define normal 

and unexpected behavior based on domain knowledge and data analysis. Review 

papers in this research topic (Chandola 2009; Schubert, Zimek, and Kriegel 2014) show 

that most methods for detecting anomalies are based on statistical methods and data 

mining methods. The authors in (Gupta et al. 2014) present methods for detecting 

anomalies in time series, while the authors in (Feng and Zhu 2016; Zheng 2015) present 

methods for detecting anomalies in spatial traffic data. In the cited literature, it is 

possible to notice the lack of development of methods that include a combination of 

spatial and temporal data with an emphasis on the detection of traffic anomalies. 

Anomalies in traffic data often cannot be detected using simple statistical models. Due 

to the above, this paper proposes a method for the detection of traffic anomalies by 

modeling data into traffic tensors using STM. The proposed method will include 

spatial and temporal data and will be able to be used regardless of whether the data 

were collected on motorways or on urban roads.  
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Many studies in the field of detecting anomalies in traffic data are commonly 

used for developing bottlenecks detection methods. This is justified by the fact that 

bottlenecks are most often caused by unexpected events on the roads. Bottleneck is a 

phenomenon that manifests itself through a reduction in traffic flow at the 

downstream traffic flow in relation to upstream traffic flow due to traffic congestion. 

Traffic congestion can occur due to an unexpected event or daily increases in traffic 

congestion due to passenger migration. The authors in (Coifman and Kim 2011) 

analyze the existing methods for bottleneck detection and conclude that traditional 

models based on the fundamental traffic diagram are not sufficient for bottleneck 

detection due to sudden changes in traffic parameters. The authors in (Li et al. 2020; 

Sun et al. 2014) propose methods for the detection of bottlenecks by calculating the 

congestion index based on traffic parameters. In (Kerner 2007), the authors use 

Kerner's three-phase traffic model to detect bottlenecks on highways. The bottleneck 

was detected on the parts of the road where the transition from the traffic state "free 

traffic flow" to the state "synchronized traffic flow" was observed. Continuation of 

research (Dülgar et al. 2020) showed that bottlenecks can occur unexpectedly along the 

road in transitions between different states of the traffic network. These papers have 

demonstrated the importance of observing the transition between the state of the 

traffic network to detect unexpected events that may lead to the creation of bottlenecks 

on highways.  

Based on previous research to observe the transient states of the transport 

network, this dissertation proposes a method for the detection of bottlenecks using the 

STM representation. The representation is based on observing the vehicle speed 

transition between two connected highway road segments. Unlike the methods in the 

revised literature, the method will be able to detect existing bottlenecks on highways, 

which is the main disadvantage of the proposed methods. 
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1.3  Research methods and materials 

The research requires the appliance of the methods, including computer data 

analysis, synthesis, simulation, and statistical analysis. The computer workstation 

with appropriate software was used, including MongoDB database for storing the 

preprocessed data, Simulation of Urban MObility (SUMO) (Chowdhury, Santen, and 

Schadschneider 2000) road traffic simulation software, and Python programming 

language with the corresponding packages for machine learning like Scikit-Learn, 

Tensor Flow, Pandas, and Numpy.  

Other required materials are: (i) Digital traffic map of Croatia and ≈7 billion of 

GNSS records collected from delivery vehicles between 2009 and 2014, provided by 

Mireo Inc. as a part of SORDITO project (RC.2.2.08-0022). This dataset will be used to 

develop traffic congestion estimation and anomaly detection methods in large urban 

areas. (ii) Vehicles positions data extracted from the motorway simulation developed 

in the SUMO environment. This dataset will be used to develop a method for 

bottleneck detection on the motorways, which can be applied in urban and transit 

motorway contexts. 

The research methodology is divided into four parts related to the goals and 

thesis hypothesis: (i) raw traffic data preprocessing, (ii) traffic congestion estimation 

method development, (iii) anomaly detection method development and (iv) motorway 

bottleneck detection method development. The methodology overview is shown in 

Figure 1.2 where columns are representing the name of the developed method while 

rows are representing development stages. The color of a component in the diagram 

defines the affiliation to the developed method except the purple color which 

represents common stages for the development of every method. 
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Figure 1.2 Research methodology overview 

The main goal of the first part of the research is to preprocess large positional 

datasets to compute STMs. The first dataset contains ≈7 billion GNSS records collected 

from delivery vehicles. There are four steps in preprocessing the first dataset: (i) 

extracting the road segments from a digital map of Croatia, (ii) for every vehicle, routes 

are extracted on a link-level with computing the vehicle’s harmonic mean speed for 

every link on the route, (iii) construct the STM for every transition in the dataset, and 

(iv) save the STM data to database. The second dataset is extracted from the SUMO 

simulation environment to represent motorway traffic data. Preprocessing steps (ii) to 

(iv) are repeated on the simulation dataset. 
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The second part of the research is related to developing the traffic congestion 

estimation method based on the STM representation. In this part of the research, 

attributes that represent the traffic pattern position in the STM will be extracted by 

extracting the CoM coordinates. Extracted attributes will then be used as an input for 

the traffic congestion classification model, which will be used for the classification of 

traffic states on a city-wide scale. For this part of the research, the first dataset that 

contains real-life GNSS traces will be used. As an experimental area, the City of Zagreb 

is chosen as a medium-sized European city with a large number of data points. 

The third part of the research is related to developing the anomaly detection 

method for detecting anomalous events in the large-scale urban traffic dataset. This 

part of the research aims to classify the traffic patterns represented with STM as 

anomalous or not based on the attributes extracted by computing the CoM. The main 

assumption is that anomaly can be detected by observing the changes at the CoM’s 

position inside the STM. If the Euclidian distance between the CoM and the main 

diagonal of the STM, the anomaly should be higher. In positions more distant from the 

main diagonal, two kinds of transitions can be observed: (i) transitions from high 

origin to low destination speeds, which represent sudden breaks (lower-left corner of 

the STM), and (ii) transitions from low origin speeds to high destination speeds which 

represent intense accelerations (upper-right corner of the STM). The proposed 

anomaly detection method will be based on the tensor decomposition model. The 

input tensors will be formed using STMs within the observed time intervals, which 

will provide a tensor with the dimension’s length of the STM, times number of the 

observed transitions, times observed time intervals. Then, tensor decomposition will 

be used to extract the traffic patterns on a city-wide scale. For this part of the research, 

Zagreb is also chosen as an experimental area representing the first dataset. 

The last part of the research includes the development of the motorway 

bottleneck detection method, which represents the extension of the proposed anomaly 

detection method. This is a natural extension because the bottlenecks are often caused 

by unexpected, anomalous events on the motorways. The main goal is to extract the 

STM attributes based on CoM computation and use them as an input parameter to the 
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machine learning method for bottleneck probability estimation. The second dataset 

extracted from the SUMO simulation will be used for this part of the research. The 

method will be evaluated on different traffic scenarios that include a bottleneck 

formation of the motorway. The scenarios will include the collision site, high on-ramp 

inflow and moving bottleneck caused by a large number of heavy-duty vehicles. 

1.4  Thesis objectives and scientific contributions 

The thesis objective is to propose the usage of STM as a novel traffic data 

representation, by developing three STM-based methods which include traffic 

congestion classification, anomaly detection, and bottlenecks detection. STM as a data 

representation and STM-based methods are the main contributions of this thesis which 

is highlighted within the research objectives and hypotheses.  

Development of the STM-based methods resulted in three hypotheses: 

1. Speed transition matrix can be used for a development of the traffic 

congestion classification method on a road traffic network. 

2. Speed transition matrix can be used for a development of the tensor-

decomposition-based method for anomaly detection on a road network. 

3. Speed transition matrix can be used for a development of the method for 

traffic bottleneck detection on motorways and probability of their 

occurrences. 

Every research objective is followed with a corresponding hypothesis which 

resulted in following papers which resulted with several scientific contributions:  

Paper A: Traffic State Estimation and Classification on Citywide Scale Using Speed 

Transition Matrices. 

Paper B: Spatiotemporal Road Traffic Anomaly Detection: A Tensor-Based Approach. 

Paper C: Motorway Bottleneck Probability Estimation in Connected Vehicles 

Environment Using Speed Transition Matrices. 
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The first research hypothesis is addressed in Paper A, where STM representation 

is used as an input to clustering method for traffic congestion state estimation by 

proposing the CoM as a measure for estimating congestion level. The method included 

three main steps: i) preprocessing large GNSS dataset containing vehicle’s geo-location 

to extract STMs, ii) reduce dimensionality of STM using CoM, and iii) based on domain 

knowledge, classify STM represented traffic congestion into one of three categories, 

namely, “Free flow”, “Stable flow”, and “Congestion”. With this paper the traffic 

congestion classification method based on the STM is produced and validated which 

represents the first scientific contribution. The advantage of the proposed method can 

be seen in the reduced computation complexity of the cluster analysis process and the 

increased interpretability of obtained clusters. The method is validated on real-life 

dataset with accuracy of 97% and a dataset labeled with the extracted domain 

knowledge from the HCM manual with the accuracy score of 91%. 

The second hypothesis is addressed in Paper B, where STM is used as an input 

for development of the anomaly detection method. In this context traffic anomaly is 

defined as a recurrent anomaly. From the traffic flow standpoint, there are two types 

of anomalies, non-recuring (traffic accidents) and recuring (traffic jams). Traffic jams 

can be identified as a recurring anomaly due to the stochastic traffic nature which is 

mostly affected by human-driven decisions which cannot be precisely predicted. In 

this paper, preprocessing step contained dividing the research location (mid-sized 

European city) into quadratic shaped geographic areas for which tensors are 

constructed using GNSS data, and anomaly is estimated using proposed anomaly 

detection method. The anomaly detection method relies on computing the CoM and 

measuring Euclidean distance between the STM diagonal and the CoM. The method 

resulted in anomalous traffic patterns that can be identified on a city-level scale with 

the ability to estimate the location and the time of the anomaly occurrences. With this 

paper the traffic anomaly detection method based on the STM is produced and 

validated which represents the second scientific contributions. 

The third hypothesis is addressed in Paper C, combining the knowledge about 

the STM patterns to explore the possibility to detect the bottlenecks in connected 
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vehicles environment at motorways. The paper introduces novel STM-based 

bottleneck detection which can estimate the probability of bottleneck’s occurrence 

which can be used to predict and prevent bottlenecks at motorways. With this paper, 

the method for motorway bottlenecks detection and probability of their occurrences 

based on the STM is produced, which represents the third and the final scientific 

contribution. 

Based on the previous description of the thesis hypothesis and the published 

papers, the major scientific contributions of this thesis are: 

1. Development of the traffic state classification method based on the speed 

transition matrix.  

2. Development of the traffic anomaly detection method based on the speed 

transition matrix.  

3. Development of the method for motorway bottlenecks detection and 

probability of their occurrences based on the speed transition matrix.  

1.5  Thesis outline 

This thesis is written in the form of a set of published scientific papers, the so-

called “Scandinavian model” according to the Ordinance on doctoral studies at the 

University of Zagreb and the recommendations of the Commission for Postgraduate 

Studies and Doctorates of the Faculty of Transport and Traffic Sciences. 

Within the recommendation scope for forming this kind of thesis, it is divided 

into three main parts, namely, the introduction (Chapter 1), published papers with 

original scientific contributions (Chapter 2 – Chapter 4), and conclusions (Chapter 5 

and 6). 

Chapter 1 provides the introduction to the thesis research topic and presents the 

most important literature as a basis for topic relevance and scientific contributions. It 
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also provides a list of hypotheses correlated with the published papers and the 

scientific contributions. 

Chapter 2 presents the first published paper entitled Traffic state estimation and 

classification on citywide scale using speed transition matrices. The paper presents the 

methodology for traffic congestion estimation by estimating the congestion level using 

STMs and the domain-based knowledge. 

Chapter 3 presents the second paper entitled Spatiotemporal Road Traffic Anomaly 

Detection: A Tensor-Based Approach. The paper presents the anomaly detection method 

based on construction of the traffic data tensor based on the STMs. The proposed 

anomaly detection method relies on anomalous traffic patterns extraction based on the 

anomalous pattern shown by the data position inside STMs. 

Chapter 4 presents the third paper entitled Motorway Bottleneck Probability 

Estimation in Connected Vehicles Environment Using Speed Transition Matrices. This paper 

presents the method for detecting bottlenecks at motorways using gained knowledge 

about the STM pattern extraction and the importance of the STM pattern position.  

Chapters 5 and 6 present the joint discussion about the contributions of each 

paper and the thesis with providing conclusions and the future research directions. 
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Chapter 2   

Traffic state estimation and classification on citywide 

scale using speed transition matrices  
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2.1  Abstract 

The rising need for mobility, especially in large urban centers, consequently, 

results in congestion, which leads to increased travel times and pollution. Advanced 

traffic management systems are being developed to take advantage of increased 

mobility positive effects and minimize the negative ones. The first step dealing with 

congestion in urban areas is the detection of congested areas and the estimation of the 

congestion level. This paper presents a a method for a traffic state estimation on a 

citywide scale using the novel traffic data representation, named Speed Transition 

Matrix (STM). The proposed method uses traffic data to extract the STMs and to 

estimate the traffic state based on the Center Of Mass (COM) computation for every 

STM. The COM-based approach enables the simplification of the clustering process 

and provides increased interpretability of the resulting clusters. Using the proposed 

method, traffic data is analyzed, and the traffic state is estimated for the most relevant 

road segments in the City of Zagreb, which is the capital and the largest city in Croatia. 

The traffic state classification results are validated using the cross-validation method 

and the domain knowledge data with the resulting accuracy of 97% and 91%, 

respectively. The results indicate the possible application of the proposed method for 

the traffic state estimation on macro- and micro-locations in the city area. In the end, 

the application of STMs for traffic state estimation, traffic management, and anomaly 

detection is discussed. 

Keywords: speed transition matrix; traffic state estimation; traffic state 

classification; center of mass; intelligent transport systems; speed probability 

distribution 

2.2  Introduction 

Demographic, economic, and technological changes and developments are 

enablers that support the increase in the human need for mobility, especially in large 
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urban centers. The increase in the need for mobility leads to advanced solutions in the 

traffic management domain and requires the implementation of Intelligent Transport 

Systems (ITS) solutions and applications (Gregurić, Mandžuka, and Vidović 2020). 

Aside from the positive effects, it also has negative effects, such as increased 

congestion or pollution in urban areas. 

Sustainable transport development is often confronted by traffic congestion. The 

European Commission reports that congestion that is caused by increased mobility 

accounts for 40% of all CO2. 

emissions of road transport and up to 70% of other pollutants from transport, 

and the total cost of congestion in the EU is nearly 100 billion, which stands for 1% of 

the annual EU’s GDP (European Commission 2017). Traffic congestion can be 

classified as recurrent, mostly due to a large number of commuters during peak hours, 

and non-recurrent caused by an unexpected event, such as traffic accidents, extensive 

weather conditions, or special events. The authors in (Chow et al. 2014) report that 

recurrent congestion traffic covers almost 85% of all congestion occurring on the urban 

road networks. On the other hand, different numbers are reported for the highway 

facilities (United States. Federal Highway Administration 2005), where the authors 

state that 50% of all traffic congestion is caused by non-recurring congestion and 40% 

is caused by recurring congestion. The crucial part of ITS supported systems for the 

decision-making processes are the detection and quantification of traffic state to 

initiate and implement improvement strategies. Moreover, traffic state estimation is a 

prerequisite to many other ITS applications, like travel time prediction (Servos et al. 

2019), route computation (Pun-Cheng 2012), traffic flow prediction (Ouyang et al. 

2020), etc. 

This paper presents a method for the traffic state estimation on urban road 

segments that are based on the clustering of the Center Of Mass’ (COMs) of the speed 

data represented in the Speed Transition Matrices (STMs). The proposed methodology 

includes three main steps: (i) data preprocessing, (ii) STM computation based on the 

speed data, and (iii) clustering-based traffic state estimation process. The main part of 
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the preprocessing step is data filtering based on the seasonality that results in summer 

months and weekend data being excluded from the real-life large Global Navigation 

Satellite System (GNSS) dataset. The STMs were computed based on the speed data, 

and they represented the speed probability distribution of vehicles traveling between 

two road segments (transition). Next, the agglomerative clustering approach is 

conducted to cluster the traffic data in the form of the STMs. Clustering results in three 

classes of the traffic state. The results are validated using the cross-validation approach 

and the specific domain knowledge data, which were extracted from the Highway 

Capacity Manual (HCM). The validation resulted in the average accuracy of the 

classification for the cross-validation of 97%, and the domain knowledge data in 91%. 

Contributions of this paper are as follows: 

− Novel traffic data representation is proposed in the form of the STM which 

application is shown for the traffic state estimation, routing applications, and 

anomaly detection. 

− The methodology for the traffic state estimation on a city-wide scale is proposed 

based on the STMs and computed COMs. 

− The proposed methodology is applied and validated on the real dataset for the 

City of Zagreb, Croatia. 

The rest of the paper is organized as follows. In Section 2 literature review is 

presented on recent developments related to GNSS data representation, data modeling 

techniques, and traffic state estimation approaches. Section 3 presents the 

methodology that was used to estimate the traffic state using the STMs and computed 

COMs with clustering, and validation methods. Section 4 describes the used real-life 

GNSS dataset and the results of traffic state estimation, clustering, and validation. In 

Section 5, the discussion is given regarding the presented method for the traffic state 

estimation. The advantages and disadvantages of using the proposed methods are 

given, and the possible application of the STMs for other traffic-related problems are 

presented. Section 6 presents the conclusion and future work suggestions. 
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2.3  Literature Review 

2.3.1  GNSS Data for Traffic Representation 

The crucial part of the ITS are data-driven services (Mandžuka et al. 2016; Škrinjar 

et al. 2020), which are supported by the advancements in technologies that enabled the 

lower cost of data collection systems. There are roughly two groups of data collection 

systems: (i) dedicated infrastructures which mostly consists of point detectors such as 

loop detectors, radar or lidar counters, and traffic cameras, and (ii) Floating Car Data 

(FCD) with devices mounted inside vehicle or carried by the driver, like GNSS devices 

or cellular data. The FCD from GNSS devices is often used to collect traffic data, 

because it provides a low cost, high accuracy, less delay, and wide coverage. One of 

the main FCD advantage is the ability of route construction and analysis. 

The authors in (Herrera et al. 2010) used GNSS data to conduct a field experiment 

to validate collected traffic data. The result suggests more reliability when using the 

GNSS data than loop detector data. In (Herrera and Bayen 2010), the authors 

conducted an experiment with mobile phones onboard GNSS devices for traffic 

density and volume estimation. The results show that the proposed models 

successfully incorporate GNSS data to estimate the traffic parameters. In (Kong et al. 

2013), the authors used GNSS probe data for the traffic state estimation based on the 

speed by incorporating the curve fitting method. In (Erdelić et al. 2019), the authors 

used streaming GNSS data to classify the travel modes based on the characteristic 

distribution of velocity and acceleration for different travel modes. 

The GNSS datasets enable the use of dynamic routing applications. Dynamic 

routing can be defined as a process of changing the original (pre-computed) route 

based on the current traffic state on the road traffic network (Rakha and Tawfik 2009). 

The traffic network’s dynamic nature is manifested in both temporal and spatial 

changes that can be captured by GNSS data. The authors in (Juhász 2017; Wahle et al. 

2001) conclude that drivers with available real-time traffic information can 
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significantly decrease travel time if compared to the drivers using offline navigation 

tools. 

In this paper, FCD data that were based on the GNSS tracks were used. The data 

were preprocessed to compute the STMs that present the speed probability 

distributions when vehicles are moving between consecutive road traffic segments. 

Computed STMs were used to represent the traffic state on the observed road network 

segments. The STMs can be used in both offline and online route planning scenarios. 

2.3.2  Data Modeling Techniques 

When estimating traffic states from sparse GNSS datasets, most of the authors 

use aggregation-based methods to determine the observed traffic parameter value. 

Traffic data, like speed, volume, or density, are mostly aggregated in profiles that 

represent the change of observed parameter over the defined time period, i.e., one day. 

Data is usually aggregated in a narrow time interval (common values are 5-, 15-, 30-, 

60-min.) as an average or median of all values recorded in the observed time interval. 

Because of the data aggregation, profiles could include large deviations in some time 

intervals that raises the question of the reliability of obtained results. One more 

challenge in data aggregation is related to the missing data, as it can extremely 

influence the average or median values. 

Vector representation of traffic data in the form of a time series is one of the most 

common data modeling techniques (Erdelić, Ravlić, and Carić 2016). The change of 

traffic parameter under observation with dimensions 1 × 𝑛 is examined through a 

daily profile in defined 𝑛 time intervals. The shortcomings of such approaches are 

reflected in the inability to represent spatial components of the observed parameter. In 

contrast, some authors, (Ma et al. 2017b; Nguyen et al. 2017), used matrix models in 

order to represent the traffic data. Matrix models can model more complex data, with 

the ability to represent more dimensional data. Then, both spatial and temporal 

information can be analyzed simultaneously. In most cases, matrix dimensions are 
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represented with 𝑚 × 𝑛 where 𝑚 represents the number of spatial segmentations 

(often road segment) and 𝑛 number of time intervals. This kind of modeling can be 

used to extract spatial and temporal dependencies between the observed traffic 

parameters. For example, in the case of the commonly used data representation form 

of Origin-Destination (OD) matrices, one more dimension must be added to analyze 

the temporal component. OD matrices represent the number of vehicles traveling 

between defined points in the traffic network. While the provided information is 

useful for mobility pattern research, the patterns could indicate false information due 

to the predefined delivery routes if the data consists of delivery vehicles. 

The novel data representation in the form of STM is proposed to overcome the 

mentioned limitations regarding the sparse GNSS data analysis. STM does not suffer 

from aggregation or missing data limitations, as data are not aggregated in such a way, 

and all the recorded speed data is shown in one matrix. The origin and destination 

vehicle movement are limited to consecutive links, enabling the usage of delivery 

vehicles in the traffic analysis process. 

2.3.3  Traffic State Estimation Approaches 

Many traffic state estimation approaches are developed to overcome the 

challenge of quantifying the congestion on the road networks (Afrin and Yodo 2020). 

Measures are related to the available traffic parameters, such as speed, travel time, 

congestion indices, delay, volume, and level of service. In this paper, the speed is 

chosen as a traffic parameter for traffic state estimation. The authors in (Rao and Rao 

2012) report that speed is a good measure for traffic state estimation, because the 

congestion is a function of speed reduction, which is related to increase in time travel, 

vehicle operating cost, fuel consumption, and emissions. When using the GNSS data, 

the speed is relatively easy to compute and does not require complex processing if 

compared to extracting the traffic volume from the same dataset (Liu et al. 2016). 
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One of the main research goals with a topic that is related to traffic state 

estimation is to discern different states and provide a certain threshold for the 

classification of the traffic states. The well-known traffic study (Kerner 2002) presents 

the three-phase traffic theory. It includes classification to three states, namely “wide 

moving jam”, “synchronized”, and “free flow”. The additional research was presented 

in (Kerner et al. 2004), where the authors presented a method for tracking 

synchronized flows and propagating moving jams. The authors in (Nguyen et al. 2019) 

classified the congestion based on the traffic images that represent speed on the 

observed road segment, resulting in five classes, namely “isolated”, “low frequency”, 

“high frequency”, “homogeneous”, and “mixed”. In (Kim and Mahmassani 2015), the 

authors used a clustering technique to estimate the traffic state based on the trajectory 

data. The authors in (Thianniwet and Phosaard 2009) used artificial neural networks 

and decision tree algorithm to classify road traffic congestion levels based on the 

extracted speed traffic patterns. The research resulted in three classes, namely “jam”, 

“heavy traffic”, and “light traffic”. In (Jin et al. 2001), the authors used neural network 

to classify traffic patterns with the aim of incident detection. The authors report three 

classes of traffic state described with speed, volume, and occupancy values. The 

authors in (Kan et al. 2019) estimate the congestion of the trajectory segments with 

three different intensities. Subsequently, congestion events are identified in the traffic 

network on each turning direction through multiple clustering approaches based on 

the speed, distance, and time of day. The authors in (Keler, Ding, and Krisp 2016) aim 

to visualize the traffic conditions on the urban road network. Traffic conditions are 

classified based on the average speed and grouped into five different classes. 

In this paper, three classes of traffic state were used, namely “Free flow”, “Stable 

flow”, and “Congestion”. This approach is used to characterize the congested traffic 

state and describe all the states that can occur on the traffic network. The COM 

estimation process is used to simplify the clustering process of traffic data that is 

represented by STMs. The three-dimensional STM representation is transformed into 

the two-dimensional representation using the 𝑥 and 𝑦 coordinates of COM. With this 

transformation, the classical distance metric, such as euclidean distance, is more 
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interpretable than the classification of raw matrices, where distance is measured 

between every cell in two matrices. The proposed approach presents a simple but 

effective way of clustering the traffic data represented by the STMs. The advantage of 

the proposed method can be seen in the reduced computation complexity of the cluster 

analysis process and the increased interpretability of obtained clusters. 

2.4  Methodology 

Given the large FCD dataset, this paper aims to describe a traffic state estimation 

and classification method. Figure 2.1 presents the proposed methodology. In this 

Section, the main steps are briefly described: (i) STMs computation, (ii) traffic state 

estimation process, and (iii) clustering and validation methods. 

 

Figure 2.1 The methodology for the traffic state estimation and classification based on the Center Of 
Mass (COM) estimation of the speed data represented using Speed Transition Matrices (STMs). 

2.4.1  Speed Transition Matrix 

Most of the authors represent traffic data as a time series vector 𝑣 ∈ ℝ1×𝑛 (Erdelić 

et al. 2016) or a two-dimensional matrix 𝑀 ∈ ℝ𝑚×𝑛  (Liu et al. 2016). Dimensions m and 

n refer to the numbers of the road network segments (the spatial component) and the 
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number of time intervals (the temporal component) of the observed road network. The 

STM concept is proposed on the Markov chain theory, where the transition matrix 

shows the probability of transition from one state to another. The STM is used to 

represent the probability of speed change when traveling between two consecutive 

road network segments. In this paper, the road network is represented as a directed 

graph 𝐺 = (𝑉, 𝐸), where 𝑉 is a set of vertices representing intersections, and 𝐸 is a set 

of edges representing road segments that connect two adjacent intersections. The 

transition is defined as a spatial change in vehicle trajectory when traveling from edge 

𝑒𝑖 to edge 𝑒𝑗 in time interval 𝑡. As a traffic parameter under observation, the average 

speed is used. The average speed computed on 𝑒𝑖 labeled as the origin speed 𝑠𝑜, and 

the average speed on the 𝑒𝑗 segment is labeled as destination speed 𝑠𝑑. Two examples 

of the transition are visually represented in Figure 2.2 a) with red and blue colors. The 

transitions describe the vehicles traveling between edges 𝑐 and 𝑓, and edges 𝑏 and 𝑔. 

Subsequently, the STM matrix 𝑋 is constructed as follows. First, all speed transitions 

from 𝑠𝑜 to 𝑠𝑑between 𝑒𝑖 and 𝑒𝑗 are discretized and then counted within the particular 

time interval 𝑡. Each obtained value represents the count of transitions between 𝑠𝑜and 

𝑠𝑑. The speed counts are further transformed into the speed transition probability 

distribution to obtain the probability for every transition. Values are put into the 

matrix 𝑋, which dimensions depend on the chosen resolution (sensitivity) of the speed 

change and the maximal observed speed. In this paper, 5 km/h is chosen as the speed 

discretization value and 100 km/h for the maximal possible speed, which resulted in 

matrix dimensions of 20×20. The specific maximal speed value is chosen, because 

experiments are conducted on the road segments with a speed limit between 50 and 

80 km/h. Equation ((2.1) presents the STM, where every value 𝑝𝑖𝑗 represents the 

probability that the vehicle had origin speed 𝑠𝑜 and destination speed 𝑠𝑑 in the 

observed transition at time interval 𝑡. 

 𝑋(𝑖𝑗)(∆𝑡) = (

𝑝11 𝑝12 ⋯ 𝑝1𝑛

𝑝21 ⋱ ⋮

⋮ ⋱ ⋮
𝑝𝑚1 ⋯ ⋯ 𝑝𝑚𝑛

) (2.1) 
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Figure 2.2 b) and c) show two examples of the STM. Example (b) represents 

normal traffic flow as the high-speed values are present on both origin and destination 

segments, and (c) represents congested traffic flow, as speed is speed much lower 

when compared to the free flow speed. It can be noted that the position of the captured 

pattern is important information for the traffic state estimation. 

 

Figure 2.2 (a) Example of transitions on a simple road network, (b) STM representing the normal 
traffic flow, and (c) STM representing the congestion. 

2.4.2  Center of Mass Estimation 

This method presents a simple but effective feature extraction process. The 

feature, in this case, is the position of the traffic pattern extracted from the STM. The 

COM’s position is the single most important information that is useful for the traffic 

state estimation problem when using the STMs, as the position can indicate different 
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traffic conditions. If placed in the upper left corner, the position indicates that the 

average speed is very low if compared to the speed limit and traffic state can be 

declared as heavily congested. For the lower left corner, the position indicates very 

high speed on origin road segments while, at the same time, the speed is extremely 

low on the destination road segment. The same behavior can be noticed if COM is in 

the upper right corner, where speed values are low on the origin, and extremely high 

on the destination road segment. If the COM coordinates are positioned in the center 

of the matrix or in the lower right corner, it indicates that the speed values on both 

origin and destination road segments are relatively close or higher than the speed 

limit. This behavior can be interpreted as normal traffic behavior, as the speed value 

points to traffic flow without congestion. If COM’s position is located in-between 

mentioned traffic states, the traffic state could be declared unstable. 

STMs are transformed to extract the COM to simplify the classification process. 

As the result, the 20×20 STM is represented by COM coordinates, 𝑐𝑥, and𝑐𝑦. 

Subsequently, all the points with coordinates 𝑐𝑥 and 𝑐𝑦 can be plotted in a two-

dimensional space and clustered by the position in the coordinate system. Figure 2.3 

represents the transformation from STMs and simplification to COMs plotted all in 

one coordinate system. 

 

Figure 2.3 Representing the three dimensional STM data with the two dimensional COM coordinates.  
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For the COM estimation, a method that is based on the computation of the 

expected coordinate values is used (Jordaan 2005). First, marginal distributions for the 

𝑥 and 𝑦 coordinates are computed while using: 

 𝑝𝑥(𝑥𝑗) = ∑ 𝑝𝑖𝑗

𝑚

𝑖=1

; 𝑗 = 1,2, … , 𝑛 (2.2) 

 𝑝𝑦(𝑦𝑖) = ∑ 𝑝𝑖𝑗

𝑛

𝑗=1

; 𝑖 = 1,2, … , 𝑚 (2.3) 

 

where 𝑝𝑥 is a marginal distribution of the 𝑥 coordinates of the STM, and 𝑝𝑦 is a 

marginal distribution of the 𝑦 coordinates of the STM. Afterwards, 𝑥 and 𝑦 coordinates 

of the COM are computed as the expected values: 

 𝑐𝑥 = ∑ 𝑝𝑥(𝑥𝑗) ∙ 𝑗

𝑛

𝑗=1

 (2.4) 

 𝑐𝑦 = ∑ 𝑝𝑦(𝑦𝑗) ∙ 𝑖

𝑚

𝑖=1

 (2.5) 

 

where 𝑐𝑥 is a 𝑥 coordinate of the COM, and 𝑐𝑦 is a 𝑦 coordinate of the COM. 

2.4.3  Clustering 

In this paper, clustering aims to find groups of traffic patterns that are 

represented as STMs used to represent the current traffic state on the observed road 

segment. Three classes of traffic state were used, namely “Free flow”, “Stable flow”, 

and “Congestion”. This approach is used to characterize not only the congested traffic 

state but to describe all states that can occur on the traffic network. The “Free flow” 

class describes the traffic conditions when a vehicle travels on an empty road or with 

speed close to the speed limit. The "Stable flow” class describes traffic conditions that 

most drivers feel as “normal”, when drivers experience speed reductions, but the 
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traffic is flowing smoothly most of the time. The “Congestion” class indicates traffic 

conditions with a strong decrease in travel speed and increased travel times on the 

traffic road network. 

2.4.3.1 Agglomerative Clustering 

Hierarchical clustering is chosen for the clustering method. This approach 

constructs a hierarchical representation of a dataset, which presents an overview of the 

distribution of existing COMs extracted from STMs. This approach’s advantage is in 

providing the ability of reproducibility of resulting clusters and it provides more 

explanatory results (Nguyen et al. 2019). There are two types of hierarchical clustering: 

(i) agglomerative and (ii) divisive. The approaches differ by way of constructing binary 

tree representation. The agglomerative approach uses a top-down, and the divisive 

approach uses the bottom-up strategy. In this paper, the agglomerative approach is 

used. It initiates each pattern as a single cluster and measures the distance between 

patterns and intermediate clusters. Subsequently, in every iteration, it combines the 

two closest patterns into a new cluster. The process is repeated until only one cluster 

remains. Figure 2.4 a) shows the results of an agglomerative clustering presented by 

dendrogram plot. 

 

Figure 2.4 (a) Result of the agglomerative clustering approach, and (b) the elbow method results. 
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2.4.3.2 Clustering Validation 

The elbow curve is presented for the observed data to confirm the number of 

clusters. In the cluster analysis process, the elbow curve is a heuristic used to 

determine the number of clusters in the dataset. Figure 2.4 b) presents the elbow curve 

with distortion plotted against the different number of clusters. The “elbow” can be 

detected in the part of the curve where the number of clusters is 3. At this point, the 

further increase of the number of clusters would not significantly contribute to the 

clustering quality. This value is used for the number of clusters for further 

experiments. 

As the first validation technique of the classification process, cross-validation is 

adopted from (Kan et al. 2019; Nguyen et al. 2016). For the cross-validation process, 

the 1000 data instances (COMs) from every class are randomly selected and labeled 

based on the visual inspection. The selected dataset is then separated into the training 

and test sets with a ratio of 80% for training and 20% for testing. The labeled dataset is 

then used as a ground truth value and compared to the agglomerative clustering 

results. 

The second validation process is related to comparing the resulting classes with 

the domain knowledge data. The well-known HCM values of the Level of Service 

(LoS) are used to represent the specific domain knowledge data for the traffic state 

estimation process. HCM defines six levels of service for road segments that are based 

on driving speed values, from A to F, with LoS A representing the best driving 

conditions and LoS F the worst. Label A represents the best traffic conditions, with 

vehicle speeds larger than 80% of the free-flow speed, while label F represents the most 

extreme congestion, where vehicle speeds are less than 30% of the free-flow speed 

(Anon 2010). LoS quantifies the increase in travel time due to the conditions on the 

road segments and it is also a measure of driver discomfort, and fuel consumption. In 

this paper, LoS values are used to validate the traffic state estimation process. Firstly, 

the LoS values are merged in three classes in following way: (i) free-flow traffic 

conditions represented by the LoS labeled as A and B, (ii) traffic conditions represented 
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by the LoS labeled with C and D are labeled as stable, and (iii) congested traffic 

conditions that are represented with LoS are labeled with E and F. Then, the same test 

dataset for the cross-validation is labeled with three classes. The labeled dataset is then 

used as a ground truth value and compared to the agglomerative clustering results. 

2.5  Results 

2.5.1  Data 

The large real-life FCD acquired from vehicles equipped with tracking devices is 

used. Each record contains a timestamp, geographical longitude and latitude, speed, 

and heading. Due to the storage limitation, most of the data are sampled in the 

following way: 100 m for vehicles in driving mode and every 5 min. for turned off 

vehicles. Raw data are map matched to the road segments in a digital map based on 

the measured latitude, longitude, and heading. Data that could not be matched to 

appropriate road-segment due to the errors caused by tunnels, high building 

concentration, or other causes were filtered out. GNSS data for Croatia’s road network 

were recorded for five years between August 2009 and October 2014 by approximately 

4200 tracked vehicles. The tracked vehicle fleet is versatile and mostly consists of 

delivery vehicles (vans, caddies, small trucks) and taxi cars. The historically tracked 

data, which consist of 6,55 billion records, was provided by Mireo Inc. as a part of the 

SORDITO project (Carić et al. 2016). In this paper, we analyze the data and estimate 

traffic state using the proposed method for some of the most relevant road segments 

and intersections in the City of Zagreb, the capital, and the largest city in Croatia. 

The seasonality of the traffic flow is considered to lower the deviation. Summer 

months, July, and August are excluded from the experiment. They significantly 

influence the results on the road network of Zagreb, due to the different, and lower 

traffic flows that are caused by vacations (Żochowska and Karoń 2016). Data is further 

divided into two groups: working days and weekend days. The working day data, 
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Monday to Friday, show different traffic conditions when compared to the weekend 

data (Saturday and Sunday), mostly due to the daily commuters and, therefore, the 

weekend data are also excluded. 

Results of a traffic state estimation are shown for the eight time intervals 

throughout a day. Time intervals are defined by (Carić et al. 2016; Carić and Fosin 

2020) for the congestion estimation problem based on the same real-life FCD dataset 

that refers to speed data for the City of Zagreb. Intervals are defined, as follows: (i) 

05:30–06:45 as morning interval with very small traffic volume, (ii) 06:45–07:25 as 

interval before the morning rush hour, (iii) 07:25–08:20 as morning rush hour, (iv) 

08:20–15:30 as interval between morning and evening rush hour, (v) 15:30–17:05 as 

evening rush hour, (vi) 17:05–19:00 as interval after evening rush hour, (vii) 19:00–

22:00 as interval that represent evening traffic conditions, and (viii) 22:00–05:30 as the 

night interval. 

Table 2.1 represents the results for the traffic state estimation grouped into three 

classes. The results are shown while using the ratios between the number of classified 

transitions and the total number of transitions in the observed time interval. The rows 

show the distribution of classified transitions in the observed time interval. Rush hours 

are highlighted and as expected, have the largest values of the transitions labeled as 

congested. The time interval between rush hours shows the largest value of the ratio 

for the congested transitions. This indicates that congestion that started in the morning 

rush hour is prolonged to the next time interval. This also could indicate that 

congestion starts at the interval between rush hours and is prolonged to the evening 

rush hour. 
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Table 2.1 Results of traffic state estimation represented using three classes. 
 Free Flow Stable Flow Congestion 

22:00–05:30 28.31% 54.15% 17.54% 

05:30–06:45 27.38% 53.55% 19.08% 

06:45–07:25 19.08% 42.83% 38.10% 

07:25–08:20 13.97% 32.53% 53.50% 

08:20–15:30 12.09% 33.86% 54.05% 

15:30–17:05 13.05% 35.46% 51.04% 

17:05–19:00 15.53% 40.59% 43.88% 

19:00–22:00 19.77% 46.33% 33.90% 

 

This kind of behavior could indicate inefficient traffic regulations on observed 

transitions. The ratio of the congested roads in the time interval of 17:05–19:00, shows 

a large portion of the transitions classified as congested, although it is not the rush 

hour interval. This behavior can be addressed to the city attractions placed in the city 

center and people visiting such locations in their free time. This fact can be confirmed 

by the classes’ spatial distribution that is presented in  Figure 2.5 g). 
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Figure 2.5 Results of traffic state estimation visualized on the map of the City of Zagreb.  
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Figure 2.5  shows the spatial distribution of the classified traffic patterns for every 

observed time interval. The colors used for the visualizations are: (i) red— 

“Congestion”, (ii) yellow— “Stable flow”, and (iii) green— “Free flow”. It can be 

noticed that the congestion level is the highest in the city center and the west part of 

the city. Some congestion patterns can be extracted by analyzing all time intervals. For 

example, the southern part of the city represents the business area. The congestion 

occurs only in the morning and evening rush hours due to the daily commuters. 

Visualization of the congestion patterns can be used for more in-depth and more 

granular analysis of the traffic state. For the case study, Zagreb’s three most important 

bridges across Sava River are chosen, which divide the southern and north part of the 

city. The bridge Jadranski most is detected as the most congested bridge. Figure 2.6 a) 

shows the enlarged image of the traffic congestion estimation results for the Jadranski 

most in the rush hours. The results show the most congested approaches to the bridge 

and the roundabout at the southern approach. The figure shows that STMs can 

estimate traffic state at micro-locations and consider the direction of the traffic flow. It 

can be observed that the direction from south to north is more congested than the 

opposite one. The same behavior can be noticed in the afternoon rush hour. 

 

 

Figure 2.6 (a) Traffic state on the Jadranski most in both peak hours, (b) Traffic state on the bridges 
Most slobode and Most mladosti in the morning peak hours, and (c) Traffic state on bridges Most 

slobode and Most mladosti in the afternoon peak hours.  
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On the other hand, different behavior can be observed on the other two bridges, 

namely Most slobode (left) and Most mladosti (right), as shown in Figure 2.6 b) and c). 

The traffic state estimation results show different behavior in the morning and 

afternoon peak hours. In the morning peak hours, the traffic congestion is increased in 

a direction towards the city (south to north), which indicates the increase in traffic 

demand due to the commuters, while the other direction (north to south) represents 

the normal or free-flow conditions. In the afternoon peak hours, both bridges’ flow 

indicates the normal or free-flow conditions, and congestion occurs at the intersections 

due to inadequate traffic lights signalization. 

2.5.2  Validation Results 

The results for both validation processes are reported while using the confusion 

matrices and the classification report that shows the total accuracy of the model, 

precision, recall, and F1 scores for every class. The confusion matrix reports the 

performance of the classification in a visual manner. Each row of the matrix represents 

the ground truth values, while the columns present the predicted class labels. The 

values in the matrix represent the accuracy of the prediction computed as a number of 

data instances that are correctly classified divided by all of the data provided for the 

considered class. 

In classification problems with more than two classes, the precision is computed 

as the sum of the true positive values, divided by the sum of true positive and false 

positive values computed across all classes. The F1 scores are computed as the 

harmonic mean of precision and recall. Accuracy is the measure for the accuracy of the 

model computed across all classes by averaging the total true positive, false negative, 

and false positive values. 

Table 2.2 presents the classification report for the cross-validation method. The 

validation achieved the average prediction accuracy of 97%. The recall of the class 
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labeled as “Free flow” with a value 84% shows that, even if the precision shows the 

perfect score, there are some values that are not classified correctly.  

Table 2.2 Results of the cross validation. 
 Precision Recall F1 Score 

Free flow 1.00 0.84 0.91 

Stable flow 0.93 1.00 0.97 

Congestion 1.00 1.00 1.00 

Accuracy   0.97 

 

If Table 2.3 (confusion matrix) is observed, 15.9% of the values of the class “Free 

flow” are labeled as “Stable flow”. The results of the cross-validation method indicate 

that the classes labeled with “Stable flow” and “Congestion” are well separated and 

they can be classified with high accuracy, while classes that are labeled as “Free flow” 

and “Stable flow” to some extents are harder to separate. 

Table 2.3 Confusion matrix of the cross validation. 
 Predicted 

Free Flow Stable Flow Congestion 
Known  

Free flow 0.841 0.159 0 

Stable flow 0 1.000 0 

Congestion 0 0.003 0.997 

 

Table 2.4 presents the classification report for the validation that is based on the 

domain knowledge extracted from the HCM. The validation achieved the average 

prediction accuracy of 91%. The lower prediction accuracy can be accounted for by the 

strict boundaries of defined LoS values. The lowest precision value can be noticed in 

the class labeled as unstable operations.  

Table 2.4 Results of validation using domain knowledge data. 
 Precision Recall F1 Score 

Free flow 0.99 0.95 0.97 

Stable flow 0.83 1.00 0.90 

Congestion 1.00 0.81 0.89 

Accuracy   0.91 

 

  



 

 
 

37 
 

If the corresponding confusion matrix is observed in Table 2.5, 19.1% of unstable 

traffic instances are predicted as congested traffic and 4.6% are predicted as normal 

traffic. 

Table 2.5 Confusion matrix of validation using domain knowledge data. 
 Predicted 

Free Flow Stable Flow Congestion 
Known  

Free flow 0.954 0.046 0 

Stable flow 0.004 0.996 0 

Congestion 0 0.191 0.809 

2.6  Discussion 

In this paper, novel traffic data representation in the form of the STM is proposed. 

This section describes the potential application of the STM in traffic-related research 

and applications and highlights some drawbacks that need to be addressed in further 

research. This section also emphasizes expected impact for academia, such as using 

STMs for visualization, quantifying, and classifying traffic state, capturing the changes 

in the speeds on a road network, identifying the anomalous behavior, and using 

COM’s movement for presenting the probability of traffic state change or the capturing 

complex traffic patterns that can be used to identify potentially dangerous traffic 

situations. 

Alongside the presented application of the method, it has some drawbacks that 

need to be addressed. Traffic state value is only based on the speed values. This could 

be a problem on short road segments bounded by unsynchronized traffic lights 

because vehicles would have very low speeds due to the traffic light’s signal plan. 

Regarding this property, the traffic state could be wrongly estimated as very high. 

Secondly, sparse GNSS data is used, which entails wide time intervals for the 

experiment. Commonly used, shorter time intervals like 5-, 15-, 30-, or 60-min could 

give better insight on the traffic state and, thus, on the traffic state on the observed 

road segments. In this paper, the dataset used for the experiment is data that only 

includes working days to only capture the most extreme congestion conditions in the 
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urban road network. A possible improvement would be to include the weekend data 

to analyze the differences between traffic in working and weekend traffic flow 

fluctuations. 

2.6.1  Traffic State Estimation 

In this paper, the use of the STM is proposed to estimate and classify the traffic 

state on the urban road network. It is shown that the STM can be useful for the 

visualization, quantifying, and classifying traffic state. The STM is a possible traffic 

data modeling approach for traffic state prediction. The proposed data model can be 

used as a set of images for training some machine learning model to predict the future 

state of traffic. The full potential of the STMs can be utilized in (near) real-time analysis 

when the position of the COM for every STM is changing over the observed time 

period. The position itself and the movement of the COM (positions in the past 

observed intervals) could provide usable and actionable information for traffic 

management systems. The COM’s movement indicates the change in traffic state and 

can present the probability of traffic state change, which is an important factor in the 

traffic state prediction problem. 

2.6.2  Routing Applications 

The routing applications benefit the most from the traffic state estimation and 

prediction. Every route planner must include current, and possibly future, traffic state 

information to enable fast and secure delivery. Traffic state estimation based on the 

STM can provide useful information regarding congestion, and therefore routing 

through the less congested roads. The framework for solving the well-known routing 

problem Time-Dependent Vehicle Routing Problem, is presented in (Carić and Fosin 

2020). The authors used speed profiles to extract the congestion zones and quantified 

the congestion by computing the slowdown coefficients using the travel times. The 

STM can be used in both steps. The congestion zones can be identified based on the 
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position of the COM, while the same point represents the slowdown probability on 

the observed road segments. 

2.6.3  Anomaly Detection 

Anomaly detection is a crucial part of ITS, especially in the incident management 

domain. The detection of recurrent anomalies like heavy congestion could improve 

reaction time and give some actionable information for the traffic management 

authorities. On the other side, fast detection of non-recurrent anomalies, like traffic 

incidents, could even save a human life. STM presents an opportunity to capture the 

changes in the speeds on the observed road network and identify potential anomalous 

behavior. In contrast to the speed profiles, the STM provides a two-dimensional 

distribution of speed on consecutive road segments in an observed time interval. It 

enables the capture of more complex traffic patterns that can be used to identify 

potentially dangerous traffic situations. As one of the applications for anomaly 

detection, traffic bottleneck detection and propagation can be represented while using 

STMs. The STM presents a tool to capture, visualize, and analyze the bottlenecks’ 

impacts on the road network. The bottlenecks result in traffic congestion on one part 

of the network caused by the traffic accident, badly timed traffic lights, or slow vehicles 

that disrupt the traffic flow. The STM can capture such scenarios. The COM’s position 

in the upper right corner, or in the lower-left corner, could indicate a serious accident, 

as it shows very high-speed values on one road segment if compared to its consecutive 

one with very low-speed values. 

2.7  Conclusions and Further Research 

This paper presents a novel traffic data representation of the GNSS dataset by 

using the STMs. The methodology is presented for the traffic state estimation and 

classification on a citywide scale. The COM for every matrix was extracted to classify 

the STMs. This approach resulted in simplification of the classification process and 
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higher interpretability of the resulting classes. The results show that STMs can be used 

to estimate the traffic state on a citywide scale and on micro-locations. The results are 

validated using the cross-validation method, and specific domain knowledge, which 

resulted in an accuracy of 97% and 91%, respectively. 

As presented in the discussion section, the STM is a traffic data representation 

model that shows multiple possible implementation possibilities in different traffic 

and transport-related research and applications. Some of the applications are: (i) real-

time traffic state estimation, (ii) routing applications, and (iii) anomaly detection in 

traffic data by identifying unusual traffic patterns that are captured by the STM. 

There are multiple possible further research directions for the academic 

community. The first one could include training a deep learning model that is based 

on the Convolutional Neural Network (CNN) as a traffic state classifier. The STM is a 

data model that is formed as a traffic image that can be used as input data for training 

the CNN. The second one would include a tensor-based analysis. Traffic tensor could 

be created as multiple STMs placed in the tensor-based on the time interval, in which 

the STM is collected. Subsequently, a tensor-based analysis could give more 

spatiotemporal insight into traffic conditions. 
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Chapter 3   

Spatiotemporal Road Traffic Anomaly Detection: 

A Tensor-Based Approach  
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3.1  Abstract 

The increased development of urban areas results in a larger number of vehicles 

on the road network, leading to traffic congestion, which often leads to potentially 

dangerous situations that can be described as anomalies. The tensor-based methods 

emerged only recently in applications related to traffic anomaly detection. They 

outperform other models regarding simultaneously capturing spatial and temporal 

components, which are of immense importance in traffic dataset analysis. This paper 

presents a tensor-based method for extracting the spatiotemporal road traffic patterns 

represented with the speed transition matrices, with the goal of anomaly detection. A 

novel anomaly detection approach is presented, which relies on computing the center 

of mass of the observed traffic patterns. The method was evaluated on a large road 

traffic dataset and was able to detect the most anomalous parts of the urban road 

network. By analyzing spatial and temporal components of the most anomalous traffic 

patterns, sources of anomalies can be identified. Results were validated using the 

extracted domain knowledge from the Highway Capacity Manual. The anomaly 

detection model achieved a precision score of 92.88%. Therefore, this method finds its 

usage for safety experts in detecting potentially dangerous road segments, urban 

traffic planners, and routing applications. 

Keywords: anomaly detection; tensor-based approach; traffic data; speed 

transition matrix; Intelligent Transport Systems 

3.2  Introduction 

The increased development of urban areas results in a larger number of vehicles 

on the road network, leading to traffic congestion, especially in rush hours. Intelligent 

Transport System (ITS) solutions present applications that can be useful in detecting 

and dealing with problems that are related to congestion like increased pollution (Li 

et al. 2021). In this context, anomaly detection represents an attractive research topic 
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in the ITS field because it is one of the crucial parts in detecting dangerous and 

potentially life threatening situations on the road traffic network. Anomaly detection, 

in general terms, is a process that aims to find unexpected or significantly different 

behaviors of some data instances in the observed dataset. Its importance, combined 

with the analysis of the anomalous events, lies in potentially useful, actionable 

information for road traffic information providers and authorities to identify severe 

traffic accidents, traffic congestion, or a violation of the regulations. 

This paper presents a tensor-based method for the extraction of the 

spatiotemporal road traffic patterns, with the aim of detecting anomalies on the urban 

road network. To distinguish between the recurrent congestion and anomalous events, 

this method is focused on two types of anomalies: The first one is sudden braking in 

transition which can be described as a bottleneck start, and the second type is intense 

acceleration in transition where vehicles are achieving unexpectedly high speeds when 

leaving the congested area. 

The proposed method differs from other proposed methods in this research field 

because it presents a novel traffic anomaly paradigm based on Center of Mass (CoM) 

computation of the observed traffic pattern represented by the Speed Transition 

Matrix (STM). Compared to the traffic flow-based approaches, the main advantage of 

such an approach is its property that congestion cannot be wrongly detected as an 

anomaly. 

In the context of mentioned disadvantages, the contributions of this paper are as 

follows: 

− proposed method for the spatiotemporal road traffic patterns extraction which 

includes STM computation, 

− the usage of the tensor composed of STMs to model the traffic patterns to 

address the spatiotemporal nature of the traffic data, 

− proposed anomaly detection paradigm for the road networks based on the 

center of mass computation which addresses the problem of averaging many 

speed records into one value, 
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− results of the anomaly detection are evaluated on the urban road network 

segments in a medium-sized European city. 

The proposed method consists of the three main steps: (i) Data preprocessing, (ii) 

grid-based map segmentation with STMs computation, and (iii) anomaly detection. 

The anomaly detection results are validated using the domain knowledge, extracted 

from the Highway capacity Manual (HCM) level of service values, with the achieved 

precision score of 92.88%. 

In this context, we revise and extend our previous work (L. Tišljarić et al. 2020) 

by (i) more detailed problem and methodology description, (ii) introducing the STMs 

computing the harmonic vehicle speed, defined as relative values to be comparable 

with any road segment, (iii) improved tensor construction, introducing the grid-based 

map segmentation of the city area, and (iv) novel paradigm for the traffic anomaly 

definition on the road networks based on the computation of the STM. 

This paper is organized as follows. Section 2 presents related work on road traffic 

anomaly detection methods, emerging tensor-based traffic data modeling techniques, 

and general tensor-based models for anomaly detection. In Section 3, the background, 

definitions, and preliminary concepts are presented. Section 4 presents the proposed 

methodology used for anomaly detection. Section 5 presents the method’s results, 

including data processing, validation, analysis of the anomalous spatiotemporal 

patterns, and comparison to other approaches. Finally, Section 6 concludes the paper 

with a summary and future work directions. 

3.3  Related Work 

3.3.1  Traffic Data Modeling 

Most traffic data like speed, density, or traffic flow profiles were represented by 

vectors, which consist of time series data (Erdelić et al. 2016). Each value in the vector 
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represents the observed traffic parameter, which is averaged within a defined time 

interval. The limitations of such an approach are reflected in the impossibility of 

representing spatial components like spatial correlations between consecutive road 

segments. On the other hand, matrix-based models are used to model more complex 

traffic data and are often represented as traffic images (Ma et al. 2017b; Nguyen et al. 

2017). Authors in (Zhang et al. 2022) generated traffic images as an input to proposed 

spatiotemporal generative adversarial network with a goal to represent urban mobility 

dynamics. In (Zhang et al. 2020), authors modeled traffic data using matrix that 

represent counts of origin and destination trips of a car-hailing service. Indexes of the 

matrix cells are often labeled as 𝑚 × 𝑛. 

where m represents the road traffic segments and n time intervals. These models 

are used for spatiotemporal dependencies extraction between the observed traffic 

parameters, but only if the matrix is constructed to represent both spatial and temporal 

components. Such cases can be observed when using common mobility data 

representation, Origin-Destination (O-D) matrices. To extract temporal components of 

the O-D matrices, one more dimension must be introduced. One of the most used 

matrix decomposition methods, Principal Component Analysis (PCA), is used here. 

The PCA method is suitable for data interpretation with a smaller number of 

components and detects anomalies. On the other hand, the authors in (Wang et al. 

2012) report that the PCA was not a suitable method when analyzing the traffic data 

because of large deviations in data due to many outliers in sensor readings. As the 

PCA relaxes three-dimensional data to the bi-dimensional form, authors in (Fanaee-T 

and Gama 2016) claim that it cannot be used for spatiotemporal patterns extraction. 

Commonly, researchers extract speed profiles from different large traffic 

datasets. Values in speed profiles are extracted mainly by aggregating a large amount 

of Global Navigation Satellite System (GNSS) data recorded in defined time intervals 

into a single value. This process could result in significant deviations. Similarly, if O-

D matrices represent data, there could be a large number of missing values in some 

data intervals. In most cases, large traffic data includes many delivery vehicles that 
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significantly influence O-D matrices due to predefined delivery routes. The proposed 

STM traffic data representation model can avoid this behavior. 

As a traffic data modeling technique, tensor-based models emerged only 

recently. The main advantage is that those models do not suffer from mentioned 

limitations regarding spatiotemporal data representation because of their property to 

model multi-dimensional data. The proposed method in this paper incorporates a 

tensor-based approach that is constructed using STMs. The model does not suffer large 

deviations as data is not aggregated from narrow time intervals. Secondly, the method 

can be used regardless of delivery vehicles because speed is the main observed traffic 

parameter. 

3.3.2  Tensor-Based Anomaly Detection Approaches 

Tensor-based approaches can be divided into three classes: (i) Supervised, (ii) 

semi-supervised, and (iii) unsupervised approaches. Supervised approaches are based 

on prediction (Xu et al. 2018), classification (Rendle 2012), and the dimensionality 

reduction (Prada et al. 2012). Semi-supervised approaches use normal data for a tensor 

construction, and for the baseline, decomposition results are used. The anomaly is 

estimated by observing the examples that do not pass the null hypothesis test (Tian et 

al. 2009) or fails to align with the baseline by comparing the eigenvectors and 

eigenvalues of the factor matrices (Fanaee-T and Gama 2015). Most of the 

unsupervised approaches rely on the manual anomaly detection performed by the 

field expert after the decomposition (Gauvin, Panisson, and Cattuto 2014). 

Tensor decomposition methods fins their usages in traffic-related research 

especially in modeling of time-evolving traffic networks modeling (Fernandes et al. 

2021; Wang et al. 2014), traffic data anomaly detection (Wang et al. 2019), road 

segments travel time estimation (Tang, Chen, and Liu 2018), correlation analysis of 

spatiotemporal traffic data (Tan et al. 2013), traffic parameters prediction (Pan et al. 

2018; Tan et al. 2016), and missing data imputation (Chen et al. 2019). 
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This paper presents the tensor-based method for extracting the road traffic 

patterns on a city-wide scale represented by the graph-based map segmentation. Using 

the method for detecting the anomalous road segments expands the efforts to use 

tensor-based methods in road traffic-related studies. The unsupervised method is 

proposed, which is validated using the expert’s knowledge extracted from the HCM. 

3.3.3  Road Traffic Anomaly Detection Approaches 

Many anomaly detection methods are developed for specific application 

domains, while there are some more generic methods. Review papers on anomaly 

detection focus only on some outlier detection categories like statistical or pattern 

mining methods. Most of the review papers present anomaly detection methods not 

explicitly designed for some area (Chandola 2009). Schubert et al. (Schubert et al. 2014) 

presented the review on local outlier detection with an application on spatial data, 

video, and network outlier detection methods. In (Feng and Zhu 2016; Zheng 2015) the 

authors presented an overview of the methods related to the trajectory of data mining 

techniques. Methods for various tasks related to the mining of trajectory data are 

presented, like trajectory pattern mining, anomaly detection, movement behavioral 

analysis, and trajectory classification. Gupta et al. (Gupta et al. 2014) presented the 

review paper on the detection of temporal anomalies. It gives an overview of various 

data types like time series data, data streams, distributed data, spatiotemporal data, 

and network data. Methods for anomaly detection are presented for each data type. 

The most recent survey paper (Djenouri et al. 2019) gives a comprehensive review of 

traffic anomaly detection methods in an urban area context. It divides the anomaly 

detection methods into two main categories: Trajectory and traffic-related anomalies. 

There are three general approaches in anomaly detection: (i) Model-based, (ii) 

proximity-based and (iii) density-based methods (Tan, Steinbach, and Kumar 2006). 

Model-based methods include statistical models based on the assumption that normal 

observation has a much higher probability of occurrence in the model than the outlier 

occurrence. Capturing data is fitted to the statistical model, and a statistical 
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interference test is applied to determine if the data behaves according to that model or 

not (Guo, Huang, and Williams 2015). Proximity-based approaches are distance-based 

anomaly detection methods. Anomalous observations are those values that are the 

most distant from all the other values (Pan et al. 2013). Density-based methods 

estimate the density of observations, and the anomaly is detected as the observation 

with low density when compared to its local neighbors (Chen, Wang, and van Zuylen 

2010). 

This paper presents the novel paradigm for the anomaly detection of the traffic 

networks using the STM. The proposed measure explains an anomalous traffic state as 

unexpected traffic flow behavior and avoids detecting recurrent congestion as an 

anomaly as the anomaly is defined as sudden breaks and intense accelerations events. 

Many road traffic anomaly detection methods are based on the detection of the large 

deviations within the traffic parameter observed in a defined time period. When 

analyzing the hour-by-hour data, recurrent traffic congestion could be wrongly 

detected as an anomaly because it represents the peak traffic load in rush hours that 

do not occur simultaneously with the same intensity on the whole city-wide area. For 

example, many anomaly detection methods based on the computation of the traffic 

volume cannot detect the anomaly in some time interval if the daily average traffic 

volume is not changed. Based on the STM, the proposed approach does not suffer from 

false anomaly detection, and it is adaptable for near real-time and real-time anomaly 

detection applications. 

3.4  Background 

3.4.1  Road Network Elements and Anomaly Definitions 

Definition 1. Road network: A road network is represented as a directed graph 𝐺 = (𝑉, 𝐸) 

where 𝑉 is a set of vertices representing the points of connection between two edges and 𝐸 is a 
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set of edges of the graph representing the road segments. Every edge 𝑒𝑖 ∈ 𝐸 from a graph 𝐺 

represents a road network segment with the starting vertex 𝑣𝑖 and the ending vertex 𝑣𝑗 . 

Definition 2. Transition: A transition is a movement of one vehicle between two consecutive 

road network segments 𝑒𝑖 and 𝑒𝑖+1. Where origin edge of transition is 𝑒𝑖 and destination edge 

is 𝑒𝑖+1. 

Definition 3. Speed transition: A speed transition is a change in obtained speed when a 

vehicle is traveling through one transition. Then, speed on the origin edge 𝑒𝑖 is named origin 

speed 𝑠𝑂 and speed on the destination edge 𝑒𝑖+1 is named destination speed 𝑠𝐷. Both speeds are 

computed as harmonic mean speeds of all obtained speed values on the origin and destination 

edges. 

Definition 4. Traffic anomaly: This method is focused on two types of road traffic anomalies: 

The first one is sudden braking in transition which can be described as a bottleneck start, and 

the second type is intense acceleration in transition where vehicles are achieving unexpectedly 

high speeds when leaving the congested area. The anomaly is defined as a distance-based 

approach by computing the distance between the CoM and the closest point at the diagonal of 

the STM, 𝑑𝐶𝑜𝑀. The main goal is to find the anomaly distance 𝑑𝐴, which is used as a threshold 

value for the anomaly detection. Then, if distance from the observed CoM from the diagonal 

𝑑𝐶𝑜𝑀 is larger or equal than 𝑑𝐴 anomaly is detected. In Figure 3.1 two types of anomalies are 

represented: (a) Sudden breaks and (b) intense accelerations. 
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Figure 3.1 Example of two possible anomaly types: (a) Sudden breaks and (b) intense accelerations. 

3.4.2  Speed Transition Matrix 

The STM is a novel traffic data representation and modeling technique that 

captures the vehicle’s speed at the movement between two consecutive road segments 

called transition (Tišljaric et al. 2021). It is used to represent the speed probability 

change, and therefore it represents the speed probability distribution at one transition 

in one time interval. The transition is defined as a spatial change in vehicle trajectory 

when traveling from edge 𝑒𝑖 to edge 𝑒𝑖+1 in time interval 𝛥𝑡. As a traffic parameter 

under observation, the relative harmonic speed is used. The speed is relative to the 

speed limit on the observed edge. Two examples of the transition are visually 

represented in Figure 3.2 with red and green colors. Transitions describe the vehicles 

that are traveling between edges ℎ−𝑓, and 𝑙−𝑔 with corresponding STMs. The STMs 

represent a very different traffic pattern: (i) On the left-hand side, the traffic congestion 

with very low origin and destination speeds, and (ii) on the right-hand side, stable 

traffic flow with origin and destination speeds around 60% of the speed limit. The red 

circles show the CoM for represented traffic patterns. It can be observed that the 

position of the CoM is one of the most important parameters when estimating the 
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traffic state, and the next chapters will debate how to use the position of the CoM for 

anomaly detection. 

 

 

Figure 3.2 Transitions (center), congested STM (left), and normal traffic STM (right) examples on a 
simple road network. 

In this paper, 5% is chosen as the discretization period, and 100% is the maximal 

possible speed, which resulted in matrix dimensions of 20×20. The STM can be 

represented using equation (2.1). 

3.4.3  Tensors 

Tensor 𝜏 is defined as multi-dimensional array 𝜏 ∈ ℝ𝑁1×𝑁2⋯×𝑁𝑀 , where 𝑀 

represents the order of the tensor (number of dimensions). A vector is then represented 

with the first-order tensor, matrix with the second-order tensor, and three or more 

order tensors are called higher-order tensors (Kolda and Bader 2009). For the analysis 

of the road traffic spatiotemporal data, most authors use a third-order tensor 

composed using origin×destination×time and profile×roadsegments×time where 

profile represents the speed or volume time series on the observed road network 

segment. Notations and abbreviations are adopted from Kolda and Bader (Kolda and 

Bader 2009). 
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The decomposition method used in this article is the CANDECOMP/PARAFAC 

(CP) in its non-negative form. The CP decomposition factorizes a tensor into a sum of 

component rank-one tensors. For tensor 𝜏 CP is the following: 

 𝜏 = ∑ 𝑎𝑟° 𝑏𝑟° 𝑐𝑟

𝑅

𝑟=1

 (3.1) 

where 𝑅 is a positive integer that represents the decomposition rank. Then, rank one 

components can be expressed as factor matrices 𝐴 ∈ (𝑎(1) 𝑎(2) … 𝑎(𝑅)), 𝐵 ∈

(𝑏(1) 𝑏(2) … 𝑏(𝑅)), and 𝐶 ∈ (𝑐(1) 𝑐(2) … 𝑐(𝑅)). Most of the authors predefined a tensor 

rank based on the underlying knowledge of the phenomena that is observed (Wang et 

al. 2014). The Core Consistency Diagnostic (CORCONDIA) (Bro and Kiers 2003) 

method is used in this paper. 

3.5  Methodology 

This paper aims to propose a tensor-based road traffic pattern extraction method 

for the purpose of spatiotemporal anomaly detection. The proposed methodology is 

presented in Figure 3.3 Proposed methodology for the anomaly detection. and 

encompasses the main steps: (i) Data preprocessing, (ii) grid-based map segmentation 

with STMs computation, and (iii) anomaly detection based on the CoM estimation. 

 

Figure 3.3 Proposed methodology for the anomaly detection.  
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3.5.1  Grid-Based Map Segmentation 

When constructing a tensor, many researchers are using one tensor to model the 

spatiotemporal dataset. In this paper, the goal was to extract many different traffic 

flow patterns to capture more diverse patterns that are different for many parts of the 

city. The grid-based map segmentation approach is used to divide the city into many 

smaller cells. Then, for every cell, all transitions were extracted. The cell’s size was 

fixed to 500 × 500 m. According to (Carić and Fosin 2020), this cell size is sufficient to 

capture the most important traffic patterns. Transitions were further filtered by 

discarding every road segment with a speed limit smaller than 50 kmph. This filter 

was used to avoid any possible false anomaly detection regarding the observed road 

segments’ low speed or parking lots. There are many different approaches for map 

segmentation. This approach is used because this paper aims to find and analyze the 

anomalies on a city-wide scale and give an overview of the city’s most dangerous road 

segments and possible problems with inadequate traffic signalization. 

3.5.2  Tensor Construction 

In this paper, the spatiotemporal tensor composed from the STMs is proposed as 

a traffic data modeling method. The tensor is constructed by flattening STMs into 

matrix as a frontal slice, placing transitions as spatial components, and adding time 

intervals as temporal components, represented in Figure 3.4. Tensor 𝜏 ∈ ℝ𝑚×𝑛×𝑡 is 

constructed, where 𝑚 represents the flattened size of the STM, 𝑛 represents the number 

of observed transitions in the road network, and 𝑡 represents eight time intervals. 

Frontal slices of tensor 𝜏 can be represented with matrix 𝜏∷𝑡 ∈ ℝ𝑚×𝑛, where every STM 

matrix 𝑋 is flattened into a vector 𝑥 ∈ ℝ𝑚×1 and placed into the matrix 𝜏∷𝑡 as column. 

Dimension 𝑚 had the value of 400 as STM size is 20×20. Instead of using one tensor 

with all the data, data is divided into several smaller tensors using the grid-based map 

segmentation, where 𝑛 represents the number of the transitions inside one grid cell. 

Then, the final form of the tensors is 𝜏(1), 𝜏(2), … , 𝜏(𝑁) where 𝜏(𝑖) ∈ ℝ400×𝑛×8. With the 
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proposed approach, anomalies can be captured from different parts of the road 

network, while smaller spatial dimensions of the cells allow capturing more diverse 

traffic patterns. 

 

Figure 3.4 Steps that are describing the tensor construction method using the STMs: (1) Grid-based 
map segmentation, (2) STM extraction, (3) tensor construction, and (4) factor matrices. 

3.5.2.1 Tensor Rank Estimation 

In this paper, CORCONDIA is applied as the tensor rank estimation method 

using the AutoTen algorithm (Papalexakis 2016). It is essential to mention that tensor 

rank estimation methods are used to get recommendations more than the rank’s exact 

actual value. The algorithm was run five times on randomly chosen tensor 𝜏(𝑖), and the 

average estimated rank resulted in a value of 𝑅 = 10, which is the rank used for the 

experiments. 

3.5.2.2 Factor Matrix Discussion 

The tensor decomposition resulted in three factor matrices 𝐴 ∈ ℝ400×10, 𝐵 ∈

ℝ𝑛×10, and 𝐶 ∈ ℝ8×10 as presented in Figure 3.4. Factor matrix 𝐴 consists of extracted 

characteristic traffic patterns on the road network. If the column 𝑎:𝑗 ∈ ℝ400×1 of the 

factor matrix 𝐴 is reshaped into the matrix 20×20 it represents the characteristic STM 

(traffic patterns). The goal of anomaly detection is to find the anomalous traffic 

patterns and link them to the corresponding values in spatial and temporal factor 

matrices. The matrix 𝐵 represents the spatial factor matrix, and the values in the rows 
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𝑏𝑖: represent how well each of the characteristic STM represents the traffic flow on the 

corresponding transition on index 𝑖. The values in the columns 𝑏:𝑗 show how well each 

characteristic matrix describes each of the transitions (spatial components) in the 

observed road network. The matrix 𝐶 represents the temporal factor matrix. The values 

in the rows 𝑐𝑖: represent how well each of the characteristic STM represents the 

corresponding time interval on index 𝑖, and the values in the columns 𝑐:𝑗 show how 

well each characteristic matrix describes each of the time interval (temporal 

components). The larger values in the factor matrices 𝐵, and 𝐶 suggest the greater 

impact of the spatial or temporal components on the corresponding factor (Qi et al. 

2019). 

3.5.3  Anomaly Detection 

When working with traffic data represented by the STM, the anomalous traffic 

can be represented by large deviations between origin and destination speeds, which 

highly depends on the represented pattern’s position. These dangerous traffic 

situations can be identified by the vehicle’s sudden braking, or a very high 

acceleration, with the corresponding positions in the STM, lower left, and the upper 

right corner. Then, normal traffic behavior can be represented if the position of the 

pattern is close to the diagonal of the STM. Those values represent normal traffic 

behavior, which extends from the congested (upper left corner) to the free traffic flow 

(lower right corner). All scenarios are illustrated in Figure 3.5. 
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Figure 3.5 Regions in the STM that shows pattern location importance for anomaly detection. 

To amplify the importance of the location of the patterns, the method for the 

anomaly detection is based on (i) CoM estimation for the pattern represented by the 

characteristic STM, and (ii) measuring the relative distance between CoM and the 

diagonal of the STM. CoM is computed for every characteristic STM extracted from 

the tensor decomposition method. With this, extracted CoM represents the most 

probable speed transition in the characteristic STM. This approach is used because the 

position of the pattern represented by the STM is crucial for the traffic state estimation 

and the anomaly detection (Leo Tišljarić et al. 2020). CoMs are computed based on the 

computation of the expected value, adopted from (Jordaan 2005). Firstly, marginal 

distribution for the coordinates (origin and destination speed) are computed using 

Equations (2.2) and (2.3). Then, the CoM coordinates are computed using (2.4) and 

(2.5). 

After the CoM estimation, the relative distance between the CoM and the 

diagonal is measured using the Euclidean distance. The most suitable anomaly 

detection method is chosen by comparison of the most used methods represented in 

Table 3.1, that reports the name of the anomaly detection method, number of 
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anomalies detected, and the lower and upper bounds. Relative distance from the 

diagonal values that are placed outside of the computed bounds are considered 

anomalous ones. The box plot method resulted in detecting the most anomalies, three 

sigma rules, and MAD resulted in detecting the same number of anomalies, while, 

adjusted box plot detected eight anomalous characteristic matrices. After examining 

the relative distance distribution (Figure 3.6a), the adjusted box plot is chosen as an 

anomaly detection method. It is a method that does not take any parametric 

assumptions and uses med couple as a robust skewness estimator (Hubert and 

Vandervieren 2008). Other methods assume the normal distribution of the data and 

cannot be used in this case. The results of applying all the methods can be observed in 

Figure 3.6b, where the plotted lines show the upper bound of the anomaly detection 

methods with plotted CoMs for every calculated characteristic STM resulted in tensor 

decomposition. It can be observed that the adjusted box plot resulted in detecting only 

the most anomalous transitions regarding the anomaly definition presented in Section 

3.4.1  

 

Figure 3.6 Choosing the anomaly detection method: (a) Distribution of the relative distances to the 
diagonal of the STM, and (b) CoMs of the characteristic matrices with labeled anomaly measures 

results.  
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Table 3.1 Comparison of the multiple anomaly detection methods. 

Method N. Anomalies Detected Bounds 

Box plot  261 [−15.00,25.00] 

Three sigma rule  58 [−20.12,39.13] 

MAD 58 [−24.38,38.52] 

Adjusted Box plot 8 [−4.65,46.13] 

 

 

The tensor-based anomaly detection method is presented in Algorithm 3.1. The 

algorithm begins with the empty lists initialization, namely, list of tensors 𝜏 and the 

list of anomalous characteristic matrices 𝑀. Every tensor 𝜏(𝑖) is constructed by 

flattening every STM recorded inside the spatial cell 𝑔(𝑖) ∈ 𝐺, and constructing a 

frontal slice 𝜏∷𝑡 explained in detail in Section 3.5.2.2. Then, on every tensor, the Non-

negative Tensor Decomposition (NTD) is applied to compute three factor matrices. 𝐴𝑖 

represents extracted traffic patterns, where every row 𝑎:𝑖 represent flattened extracted 

characteristic matrix, 𝐵𝑖 spatial factor matrix, and 𝐶𝑖 temporal factor matrix. Then, 

every 𝑎:𝑖 is reshaped into two dimensional STM 𝑋𝑐ℎ
(𝑖)

 and CoM coordinates are 

computed using Equations (2.2)-(2.5). The final step is the anomaly detection, which is 

estimated by using two distances 𝑑𝐶𝑜𝑀 and 𝑑𝐴, where 𝑑𝐶𝑜𝑀 represents the distance 

from the CoM to the diagonal of the STM, and 𝑑𝐴 threshold distance for the anomaly 

detection visually shown in Figure 6. The anomaly is detected if the 𝑑𝐶𝑜𝑀 is larger or 

equal than the 𝑑𝐴 and placed into list 𝑀. 
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Algorithm 3.1 Tensor-based anomaly detection pseudo code 
 Input: Spatial cells 𝐺, STMs 

1: Initialize empty list of tensors 𝜏 

2: Initialize empty list of anomalous characteristic matrices 𝑀 

3: for each spatial cell 𝑔(𝑖) in 𝐺 do 

4:    Construct a new tensor 𝜏(𝑖) ∈ ℝ𝑚×𝑛×𝑡 using STMs for cell 𝑔(𝑖) 

5:    Add new tensor 𝜏(𝑖) to list 𝜏 

6: end for 

7: for each tensor 𝜏(𝑖) in list 𝜏 do 

8:    Apply Non-negative Tensor Decomposition on 𝜏(𝑖) and store the result in matrices 𝐴𝑖, 𝐵𝑖, and 𝐶𝑖 

9:    for each flattened characteristic matrix 𝑎:𝑖 in 𝐴𝑖 do 

10:      Reshape matrix 𝑎:𝑖 to 20×20 matrix and set it as 𝑋𝑐ℎ
(𝑖)

 

11:      Compute CoM coordinates 𝑐𝑥
(𝑖)

 and 𝑐𝑦
(𝑖)

 from 𝑋𝑐ℎ
(𝑖)

 

12:      Compute distance 𝑑𝐶𝑜𝑀 between CoM coordinates and the diagonal of 𝑋𝑐ℎ
(𝑖)

 

13:      if 𝑑𝐶𝑜𝑀 ≥ 𝑑𝐴 then 

14:         Add 𝑋𝑐ℎ
(𝑖)

 to list 𝑀 

15:      end if 

16:    end for 

17: end for 

3.6  Results 

3.6.1  Data 

A real-life dataset was provided by the Mireo Inc. from Zagreb, Croatia (Erdelić 

and Ravlić 2016). It consists of large GNSS data collected between 2009 and 2014 by 

vehicle fleet with the size of approximately 5000 vehicles (Table 3.2). The dataset 

includes around 6.55 billion GNSS records driven across all Croatia. For this paper, the 

dataset is filtered to represent data for the City of Zagreb, as a mid-size city in the 

European context with a population of around 800,000 people. To lower deviations 

due to the road traffic seasonality issue (Capparuccini et al. 2008), weekend days, the 

summer months, July, and August are excluded from the dataset. The grid-based map 

segmentation and the filtering were applied to the dataset, and the results are shown 
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in Figure 3.7, where green represents the cell with the data, and red cells are excluded 

from this research. 

 

Figure 3.7 Result of the grid-based map segmentation and the data filtering process. 

Table 3.2 Data summary. 
Number of GNSS traces 6.55 billion 

Sampling rate 100 m/5 min 

Time-span August 2008–October 2014 

Number of vehicles 4200 

Number of road segments (Croatia) 2,000,000 

Number of road segments (Zagreb) 86,900 

3.6.2  Anomalous Traffic Patterns 

This section shows the evaluation results using the real-life dataset. Figure 3.8 

presents eight extracted characteristic matrices, with corresponding temporal 

components, in which the morning (07:25–08:20) and evening (15:30–17:05) rush hours 

are labeled with striped, green lines. Figure 3.9 represents the spatial placement of the 

extracted anomalous cells, where every anomaly event is labeled with a letter that 

corresponds to the Figure 3.8 labels. 
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Figure 3.8 Results of the anomaly detection; (a–h) represent characteristic matrices which represent 
anomalous patterns (left) with corresponding temporal components (right).  
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Figure 3.9 Positions of the anomalous cells on the map (a–h) represent most anomalous parts of the 
traffic network in the City of Zagreb. 

All characteristic matrices, except for (c) example, represent the same anomaly 

type as the CoM placed at the matrix’s lower-left corner. This traffic situation is 

characterized by sudden brakes and large speed decrease when traveling from origin 

to destination links. These situations occur when a vehicle is facing congestion ahead 

and represent a potentially serious safety threat. The (c) example is the opposite 

situation, where the CoM is placed in the upper right corner. Here, a different but 

potentially dangerous event occurs, where vehicles are accelerating from low to very 

high speeds. 

Most of the temporal components indicate that anomalous events occur at rush 

hours. It can be observed that the period between rush hours (08:20–15:30) and the 

evening rush hour is the most represented case. This claim is justified because in rush 

hours, many vehicles are on the roads, and the anomaly probability arises. 

Figure 3.9 represents the spatial placement of the extracted abnormal cells, where 

every anomaly event is labeled with a letter that corresponds to the labels in Figure 

3.8. The spatial placement of the anomalies indicates two spatial clusters: (i) Edges of 

the city represented with the examples (a), (b), (d), (f), (h), and (ii) city center 

represented with the examples (c), (e), and (g). The cluster of transitions placed at the 

edges of the city points to the congestion related to daily commuters traveling to work 
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from outside of the city center. By considering temporal components, it can be 

observed that the evening rush hour contributes mostly to the congestion and the 

anomalous events in the city, except for example (f), where the anomalous events 

mostly occur during the morning rush hour. The city center cluster is characterized by 

the temporal components that point to the intervals between rush hours, evening rush 

hour, and the interval later in the day, after the evening rush hour. This behavior is 

mostly attributed to the inefficient traffic signalization, which leads to the 

prolongation of the anomaly events mostly caused by the rush-hour congestion. 

Similar behavior can be caused by the tourist attractions and other entertainment 

facilities provided at the city center. During the transition in example (e), the most 

congested bridge in the city was captured. This information indicates the possible 

usable information for the urban planners by suggesting the need to build a new 

bridge that will connect the north and the south parts of the city. 

3.6.3  Domain Knowledge Validation 

The HCM provides methods for computing relevant traffic parameters to 

estimate the capacity and the level of service for different road types (Anon 2010). 

Level of service is defined using a relative traffic flow speed on the observed road 

segments, labeled with letters from A to F, where A represents the best traffic 

conditions, with vehicle speeds larger than 80% of the free-flow speed, and F 

represents the most extreme congestion, where vehicle speeds are less than 30% of the 

free-flow speed. The 2000 STMs were labeled using the HCM data for the level of 

service. STMs were labeled as anomalous only if the transition contains a significant 

change in the level of service, i.e., from A to F, or from F to A. With this setup, the 

recurrent congestion was not detected as an anomaly. In other cases, STMs were 

labeled as normal. With this setting, only the most extreme anomalies were labeled as 

abnormal. Firstly, 500 anomalous and 500 STMs without the anomaly were selected 

randomly from the labeled data as a training dataset. Then the results of our approach 

were compared to the HCM classification as the ground truth. We report the precision 
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calculated as true positive / (true positive + false positive), recall as true positive / (true 

positive + false negative), and F1 score in Table 3.3. 

Table 3.3 Validation results of the proposed method by using the domain knowledge data. 

Anomalous STMs Normal STMs Precision Recall F-1 

500 500 92.88% 87.55% 90.14% 

3.6.4  Comparison to Other Approaches 

This section compares the proposed approach to other approaches for road traffic 

anomaly detection. While there are many tensor-based approaches focused on 

congestion estimation, missing data imputation, and event detection, there are only a 

few specialized in anomaly detection on urban roads. Table 3.4 shows several tensor-

based approaches for the anomaly detection of road traffic networks. Most of the 

authors are using O-D matrices that show the number of the vehicle (volume) traveling 

between two points in the traffic network (Fanaee-T and Gama 2016; Lin et al. 2018; 

Wang et al. 2019). Regarding the potentially large spatial distance between the O-D 

pairs, those approaches extract the patterns and detect global anomalies related to 

traffic fluctuations (Lykov and Asakura 2020). Therefore, most of the authors focus on 

the detection of the general events that are related to traffic movements like tourist 

attractions or other social events (Chen et al. 2017; Lin et al. 2018). 

 

Table 3.4 Comparison of the proposed approach to other approaches for the traffic anomaly detection. 

Literature Data Type Traffic Parameter Anomaly Detection 

Fanaee et al. (Fanaee-T and 

Gama 2016) 
O-D matrices (car) Traffic volume Traffic volume 

Wang et al. (Wang et al. 2019) O-D matrices (car) Traffic volume Traffic Flow 

Lin et al. (Lin et al. 2018) O-D matrices (car) Traffic volume Event detection 

Chen et al. (Chen et al. 2017) GNSS (bicycle) Traffic volume Event detection 

Lykov et al. (Lykov and 

Asakura 2020) 
Simulation (car)  Traffic speed Traffic patterns 
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This paper focuses on detecting the anomalies that affect the traffic flow on 

micro-locations (transitions). The proposed approach is more suitable for detecting 

anomalies that could potentially lead to traffic accidents like sudden braking or fast 

acceleration. Therefore, this approach can be applied in real-time traffic accident 

detection and prediction. 

Alongside the possible applications of the proposed methodology, some 

drawbacks of the method must be addressed in further research. The anomaly 

detection method is based on the speed, which can lead to false anomaly detection on 

a short road segment bounded with the non-synchronized intersections. This is the 

reason why the short road segments with the speed limit less than 50 kmph were 

excluded from this research. Secondly, more narrow time intervals like 5-, 15-, or 30 

min are used in most of the road traffic related research. Narrower time intervals could 

provide more informative results with the possibilities of implementing the method 

on a real-time case study especially in the environment with the mixed traffic flows 

(Vrbanić et al. 2021). Further improvements of the method could also include the 

analysis of the interactions between the consecutive cells. The modeling process of the 

STM should also be addressed. The important parameters of the STM like size, 

discretization period, and cell size should be analyzed for optimization purposes. 

3.7  Conclusions 

For the development of more secure, cleaner, and overall, more sustainable cities, 

traffic congestion and corresponding anomalies must be addressed. This paper 

presents a novel method for the extraction of road traffic patterns and anomaly 

detection using tensor-based method. It integrates a tensor decomposition with the 

anomaly detection approach based on estimating the CoM of the observed traffic 

pattern represented by the STM. This method is evaluated on a large real-life GNSS 

road traffic dataset and validated using the domain knowledge data. The result 

presents valuable traffic insights useful for the routing application, responsible urban 
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planners, and road infrastructure maintenance authorities. It can be used as valuable 

traffic information about the need for infrastructure expansion, additional 

improvement strategies, or to analyze the traffic influence of the new road 

infrastructure. 

Compared to other approaches related to road traffic anomaly detection, the 

proposed method is more focused on detecting the anomalies that affect the traffic 

flow and could lead to dangerous situations and, consequently, to traffic accidents. 

Furthermore, anomaly detection will include the expansion of the proposed method 

for the real-time anomaly detection framework. 
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Chapter 4   

Motorway Bottleneck Probability Estimation in 

Connected Vehicles Environment Using Speed 

Transition Matrices 
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4.1  Abstract 

Increased development of the urban areas leads to intensive transport service 

demand, especially on urban motorways. To increase traffic flow and reduce 

congestion, motorway traffic bottlenecks caused by high traffic demand need to be 

efficiently resolved using Intelligent Transport Systems services. Communication 

technology development that supports Connected Vehicles (CVs), which act as an 

active mobile sensor for collecting traffic data, provides an opportunity to harness the 

large datasets to develop novel methods regarding traffic bottlenecks detection. This 

paper presents a speed transition matrix-based model for bottleneck probability 

estimation on motorways. The method is based on the computation of the speed at the 

vehicle transition point between consecutive motorway segments, which forms a 

traffic pattern that is represented using transition matrices. The main feature extracted 

from the traffic patterns was the center of mass, whose position is used as an input to 

the fuzzy-based system for bottleneck probability estimation. The proposed method is 

evaluated on four different simulated motorway traffic scenarios: (i) traffic collision 

site, (ii) short recurring bottleneck, (iii) long recurring bottleneck, and (iv) moving 

bottleneck. The method achieves comparable bottleneck detection results on every 

scenario, with a total accuracy of 92% on the validation dataset. The results indicate 

possible implementation of the method in the motorway traffic environment with a 

high CVs penetration rate using them as the sensory input data for the control systems 

based on the machine learning algorithms. 

Keywords: motorway bottleneck; connected vehicles; bottleneck detection; 

bottleneck probability; speed transition matrix; fuzzy-based bottleneck probability; 

traffic simulation 
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4.2  Introduction 

Bottleneck detection on motorways is a known and investigated research topic 

owing to the increased development of urban areas and intense transport service 

increase due to globalization (Gong and Yang 2009). The result of bottleneck 

occurrence is increased travel time, decreased traffic safety, and increased pollution 

due to stop-and-go driving. 

Connected Vehicles (CVs) have emerged recently due to the development of 

communication technologies and Intelligent Transport Systems (ITS) services. 

Recently, many researchers are covering the CVs topic with the research regarding 

collaborative machine learning (Barbieri et al. 2022), CVs in the mixed traffic flow 

environment (Zhang et al. 2021), CVs security (Pascale et al. 2021), and upcoming 

challenges (Lu et al. 2014). 

The traffic bottleneck is a phenomenon that can occur in urban and motorway 

roads. According to (Iordanidou et al. 2015), the most common reasons for the 

bottleneck activation are merging of the on-ramp vehicles, lane drop, intense braking, 

fixed speed limits, and traffic incidents. All these events can be classified as 

unexpected driver behavior on the motorway. In this paper, the proposed method for 

bottleneck detection is focused on detecting the unexpected behavior that could lead 

to bottleneck start or the events that occur when vehicles are already in the bottleneck 

state. Bottleneck detection is conducted by observing the vehicle transitions between 

consecutive motorway segments. The bottleneck probability will rise when events like 

sudden breaks, stopping of the vehicle, or intense accelerations are detected. 

As discussed in (Wegerle et al. 2020), standard traffic flow models are not able to 

represent traffic flow in a way to detect traffic breakdowns manifested in bottleneck 

occurrences. The CV technology enables the data collection in real-time from every 

vehicle on the traffic segments. Those data can be incorporated into emerging traffic 

models to detect bottlenecks efficiently and more accurately. In the context of 

mentioned research possibilities, this paper proposes a novel method for the road 
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traffic bottleneck detection on motorways using the emerging traffic data modelling 

technique Speed Transition Matrix (STM) discussed further in (Leo Tišljarić et al. 2020; 

Tišljarić et al. 2021). The method is based on the CV data collection on the observed 

motorway, focusing on traffic patterns that emerge between consecutive motorway 

segments. Traffic patterns are represented with the STMs, while the bottleneck 

probability occurrence is estimated by applying the Fuzzy Inference System (FIS) with 

the position of the traffic pattern as the input variables. The main advantage of the 

proposed method is the ability to detect bottlenecks regardless of the current state of 

the traffic flow, and bottleneck type (moving, recurrent, etc.). 

In this context, the contributions of this paper are as follows: 

− Proposed method for the spatiotemporal motorway traffic patterns extraction 

which includes STM-based model. 

− Proposed bottleneck detection method based on computation of parameters 

extracted from the STM. 

− Bottleneck detection results evaluated using different motorway traffic 

scenarios that include collision site, recurrent, and moving bottlenecks prove 

the effectiveness of the proposed method. 

This paper is organized as follows. Section 2 presents the literature overview of 

the methods and parameters used for road traffic bottlenecks detection. In Section 3, 

the background, definitions, and concepts used in this paper are explained. Section 4 

presents the methodology overview for the proposed motorway bottleneck detection 

method. In Section 5, the simulation scenarios and used parameters are explained. 

Section 6 presents the results of the proposed method with the validation on the 

simulated dataset. Section 7 presents the advantages and disadvantages of the 

proposed method usage with the possible application directions. In Section 8, the 

conclusion and future work directions are given. 
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4.3  Literature Review 

4.3.1  Traffic Parameters 

The first step in bottleneck detection is choosing the traffic parameter that will be 

used. Many researchers use traditional traffic parameters to extract the traffic 

congestion areas and identify the bottleneck. The most common traffic parameters 

used for traffic data analysis and the road traffic scenario creation are speed, traffic 

flow, and density (Vrbanic, Miletic, et al. 2021). The observed parameters are 

commonly modelled as profiles, which are represented with vectors 𝐴 ∈ ℝ𝑚, where 

𝐴 = (𝑎(1), 𝑎(2), … , 𝑎(𝑚)) and 𝑎(𝑖) represents the observed traffic parameter in time 

interval 𝑖 ∈ 𝑚 (Erdelić et al. 2021). The main disadvantages of the vector representation 

are its inability to represent spatiotemporal relations between multiple road segments, 

and values of the observed parameters are aggregated into narrow time intervals, 

leading to large deviations. On the other hand, spatiotemporal traffic data are often 

represented with the traffic matrix 𝐵 ∈ ℝ𝑚×𝑛, called traffic image due to a grid-based 

representation, commonly visualized with heatmaps (Gregurić, Vujić, et al. 2020). 

Here, a respective traffic parameter is represented using matrix 𝐵 =

(𝑏(1), 𝑏(2), … , 𝑏(𝑚)), where 𝑚 represents time intervals and 𝑛 motorway segments. 

Matrix data representation can represent spatiotemporal data but requires more 

computing power and advanced analysis techniques. Speed and density are the most 

common parameters used in the research for bottleneck detection. In (Gong and Yang 

2009), authors propose computation of the congestion index based on the headway 

and density. Then, the bottleneck is identified by comparing the changes in the index 

in the spatial and temporal domain. In (Li et al. 2020), authors use a speed threshold 

to detect congestion that is defined as n% of the average vehicle speeds on the observed 

road segment, where 𝑛 varies between 10 and 90. 

Transition models can be seen in 90’s papers within Daganzo’s research 

(Daganzo 1994). The author presented a cell transmission model with a density as the 
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main parameter for traffic state estimation. The main goal of the transition cell model 

was to observe the traffic parameter at the transition between two consecutive cells. 

The parameter difference due to the transitioning is then used as a measure for the 

representation of the motorway traffic flow. 

In this paper, the speed transition model is proposed by using the STMs. STM 

does not suffer from data loss due to averaging the values into narrow intervals 

because speed data are not averaged in such a way. Average values of the speed at 

single road segments are computed using all collected speed data on the observed road 

segments. Thus, there are two challenges related to classic averaging that need to be 

addressed: (i) averaging thousands of scalar values often results in wide confidence 

ranges, and (ii) values represent the speed only on one road segment, with no data 

related to the interactions with the consecutive road segment. The STM averages the 

speed values not on one road segment, but on the transition point between two 

consecutive segments, which includes pair of two speeds that show the interaction 

between two adjacent road segments. By using the Center of Mass (CoM) measure, 

pairs of origin and destination speed values are averaged using the harmonic mean. 

Thus, the speed for one vehicle is computed using harmonic mean, on origin and 

destination road segments for one transition, and placed into the STM. With this 

procedure, we weighted the speed average with the CoM, and spatiotemporal 

relations of the transition were captured. Thus, the change of the traffic pattern 

position in the matrix is observed during the transition, which provides a more 

visually interpretable way of representing and detecting the bottlenecks. 

4.3.2  Bottleneck Detection 

The authors of (Coifman and Kim 2011) analyzed existing bottleneck modelling 

techniques on the motorways. They concluded that models using fundamental traffic 

diagrams do not adequately describe the bottleneck phenomenon due to the decreased 

traffic flow and speed reduction observed in downstream traffic flows. 
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Consequentially, there is a need to develop novel modelling methods that include 

interactions between consecutive road segments on motorways. 

In (Li et al. 2020), the authors proposed congestion bottleneck definition using 

computed congestion level cost and contagion cost related to congestion propagation 

to other road segments. The authors of (Sun et al. 2014) analyzed different urban 

network topologies and concluded that a strong community structure could improve 

the network performance to resist the propagation of the bottlenecks. The bottleneck 

was modelled using the cell transmission model to propagate the congestion through 

the downstream traffic flow from one road segment to another. In (Kerner 2007), the 

authors used the three-phase traffic theory to identify bottlenecks that started due to 

the high on-ramp inflow. The bottleneck is identified in the phase when vehicles are 

transitioning between free-flow and synchronized flow states. The authors 

distinguished two types of congestion patterns: synchronized flow patterns and 

general congested patterns. The authors of (Dülgar et al. 2020) analyzed empirical 

random phase transitions when vehicles were transitioning between the free traffic 

flow and synchronized traffic flow. The study showed that those transitions can occur 

randomly and can be used for bottleneck detection and analysis. In (Wegerle et al. 

2020), the authors proposed a method for predicting moving bottlenecks by using 

probe vehicles data. The method is based on recognizing the phase transitions between 

the free flow and synchronized flow defined in Kerner’s three-phase traffic flow model 

to detect the bottleneck. 

The main limitation of the mentioned motorway bottleneck detection approaches 

is the inability to detect an already existing bottleneck on the observed road segments. 

The flexibility of the proposed STM-based approach in this paper fills the gap, and it 

can detect several different bottleneck scenarios, including an already existing 

bottleneck, moving bottleneck, and recurrent bottleneck. The second limitation of the 

observed approaches relates to the flexibility of the methods to consider a bottleneck’s 

length and duration. With the usage of the STM-based approach, this is achievable by 

counting the motorway segments affected by a bottleneck. 
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4.4  Background 

4.4.1  Motorway Network Elements and Bottleneck Definitions 

Definition 1. Motorway road network: Formally, road networks are represented as directed 

graphs 𝐺 = (𝑉, 𝐸), where 𝐸 is a set of edges representing road network segments, and the 

intersections or connections between edges are represented with the set of vertices 𝑉. In the 

defined network, every edge 𝑒(𝑖) ∈ 𝐸 has a start vertex  𝑣(𝑖) and end vertex 𝑣(𝑖+1). 

Definition 2. Spatial transition: Movement of one vehicle between two edges 𝑒(𝑖) and 𝑒(𝑖+1) 

in time interval 𝛥𝑡 is defined as a transition. There are two types of edges in the transition: 

origin edge 𝑒(𝑖) and destination edge 𝑒(𝑖+1). 

Definition 3. Speed transition: Vehicle’s travel throughout a transition in interval 𝛥𝑡, where 

two speeds are measured to compute the speed transition: speed on the origin edge 𝑣𝑜 and speed 

on the destination edge 𝑣𝑑. Speeds are computed as a harmonic mean speed to emphasize the 

importance of the smaller values to capture low-speed values. 

Definition 4. Road traffic states: In this paper, three road traffic states categories are defined 

based on (Elefteriadou 2016; Leo Tišljarić et al. 2020): (i) free flow, (ii) unstable traffic flow, 

and (iii) congested traffic flow. Free flow is defined as traffic conditions with no interactions 

between vehicles due to low traffic density. Thus, speeds at spatial transitions are close to speed 

limits. The unstable traffic flow is represented by the traffic conditions with some interaction 

between vehicles due to increased traffic density. The speeds at spatial transitions are 

approximately 50–80% of the defined speed limit. The congested traffic flow is characterized by 

traffic jams with speeds at spatial transitions close to zero. 

Definition 5. Motorway bottleneck: Normal traffic conditions can be described with traffic 

flow 𝑞𝑖𝑛 ≈ 𝑞𝑜𝑢𝑡, where 𝑞𝑖𝑛stands for upstream traffic flow and 𝑞𝑜𝑢𝑡 represents downstream 

traffic flow on the observed part of the motorway. The bottleneck is manifested by decreasing 

the downstream traffic flow due to the congestion. In this paper, three distinct traffic situations 

are defined as bottlenecks: (i) sudden breaks, as the start of a bottleneck where vehicles are 

approaching the congested area, (ii) heavy congested area, where vehicles are slowed down or 
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not moving, and (iii) sudden acceleration area, where vehicles are leaving the congested area. 

With those events, three bottleneck scenarios can be described: the start of the bottleneck, 

vehicles in the bottleneck, and the bottleneck clearance. In this paper, the bottlenecks are 

described using the proposed bottleneck probability metric 𝑝𝑏. The 𝑝𝑏 will show the probability 

of bottleneck occurrence in the observed motorway segments with the values [0,1]. Here, value 

of 0 represent the traffic state with no interactions between vehicles, while the value of 1 

represents the occurrence of one of the mentioned traffic bottleneck scenarios. Thus, 𝑝𝑏 will not 

show the distinction between three scenarios but show the bottleneck probability if the scenario 

occurs. 

4.4.2  Speed Transition Matrix 

Definition 6. The STM captures the vehicle’s speed at the spatial transition to represent the 

speed probability change, and therefore it represents the speed probability distribution at one 

spatial transition in 𝛥𝑡. The harmonic speed is chosen as the traffic parameter regarding its 

property of favouring the lower values during the aggregation compared to average speed. This 

property enables recognition of potential bottleneck generation even with the low amount of 

measured vehicle speeds with high deviations. Measure vehicle speed is represented relative to 

the speed limit on the motorway road segments that are observed. The STM can be represented 

with the expression (2.1). 

There are five examples of the characteristic STMs on the motorway visually 

represented in Figure 4.1. Colors in the figures represent the speed change probability 

at the observed transition between two consecutive road segments labelled as origin 

and destination segment. Dark colors represent low probability, while light colors 

represent high probability of speed transition. The first example in Figure 4.1a shows 

that vehicles on the observed transitions had both origin and destination speeds, close 

to 100% of the speed limit. Thus, the traffic state can be defined as free flow with no 

congestion. The second example in Figure 4.1a shows the more unstable traffic state 

because vehicles have speeds close to 60% of the speed limit. This event can indicate 

the start of the congestion, but it cannot represent the start of the bottleneck regarding 
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the relatively high speeds. Figure 4.1b, c represents the start and the end of the 

bottleneck, respectively. The bottleneck’s beginning is characterized by the transitions 

from high-speed values to low values because vehicles are transitioning from free flow 

(or unstable flow) to congested flow. On the other hand, the bottleneck’s end is 

characterized by the opposite event. Here, vehicles are transitioning from congested 

traffic flow to free flow. The last example in Figure 1e shows the congested traffic state 

that occurs “inside” the bottleneck and is characterized by very low speeds on one 

transition’s origin and destination segments. 

From the examples in Figure 4.1 it can be observed that the position of the 

observed traffic pattern, represented by the STM, has a crucial role in determining the 

traffic state on the observed motorway traffic segments. Therefore, CoM is chosen as a 

method for extracting the traffic state in this paper. The CoM estimation method is 

covered in more detail in the next section. 
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Figure 4.1 Examples of the characteristic STMs. (a) Free flow; (b) Unstable flow; (c) Bottleneck start; (d) 
Bottleneck end; (e) Heavy congestion.  
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4.5  Methodology 

This paper aims to propose a methodology for motorway bottleneck probability 

estimation using traffic patterns extracted from the STMs. The overview of the 

methodology is presented in Figure 4.2 with three main steps. The first step is data 

preprocessing, which includes simulated vehicle position data preparation as input for 

STM computation. For every vehicle, its route is extracted with corresponding relative 

harmonic speed values, and it is matched to the corresponding edge. The second step 

includes the computation of the STMs, which represent the speed probability 

distribution for every vehicle travelling between two consecutive edges. Then, the last 

step includes FIS for bottleneck probability estimation with input variables computed 

as CoM distances from the origin and diagonal of the STM, respectively. 

 

Figure 4.2 Overview of the methodology for the bottleneck probability estimation. 

The bottleneck probability estimation is further explained in depth with the 

example in Figure 4.3. This example shows a simple motorway divided into seven road 

segments labelled as edges 𝑒(𝑖) where 𝑖 ∈ 1,2, … 7. Every STM represents the traffic 

state on the transition between two edges. The input and the output traffic flows are 

labelled with 𝑞𝑖𝑛 and 𝑞𝑜𝑢𝑡. The traffic bottleneck begins at the edge 𝑒(4) and spans to 

𝑒(5), which is caused by congestion.  
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To amplify the importance of the location of the patterns, the method for the 

motorway bottleneck detection consists of three parts: (i) estimation of the CoM for 

every traffic pattern represented with STM, (ii) computation of the distance between 

CoM and the diagonal of the STM, and (iii) computation of the distance between CoM 

and the origin of the STM. The next subsections explain each of the parts in detail. 

 

Figure 4.3 Overview of the proposed method for the bottleneck probability estimation. 

4.5.1  Center of Mass Estimation 

To successfully detect the motorway bottleneck caused by the congestion using 

the STM, the position of the traffic pattern represented by the STM is crucial. The 

position of the traffic pattern is used as the main feature in estimating the traffic state 

on the motorway. In this paper, the CoM, based on the computation of the expected 

value, adopted from (Jordaan 2005), is chosen as a method for detecting the position 

of the traffic pattern. To compute CoMs, expected values of the coordinates (origin and 

destination speed) are computed using Equations (2.2)-(2.5). Further explanation of 

the method can be found in our previous works (Tišljarić et al. 2021; Tišljaric et al. 

2021). 
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4.5.2  Fuzzy Inference System 

When the CoM is computed, appropriate features must be extracted to quantify 

the bottleneck probability. In this paper, two features are extracted from the computed 

CoM: (i) distance from the origin of the STM labelled as 𝑑𝑆, and (ii) distance from the 

diagonal of the STM labelled as 𝑑𝐷. Two features are shown in the example in Figure 

4.4a. 

 

Figure 4.4 Method for FIS input variables computation. (a) Example of the  𝑑𝑆  and  𝑑𝐷  computation; 
(b) CoM positions of characteristic STMs. 

The first feature, 𝑑𝑆, is important for estimating the traffic state on the observed 

transition. Let us examine some extreme points represented in the Figure 4.4b. At point 

T1, 𝑑𝑆 is small. Then, the STM represents the transition of vehicles that had very low 

speed during the transition in the origin and destination segments, which can be 

declared as heavy congestion. On the other hand, at point T3, 𝑑𝑆 has its largest value. 

Then, represented speeds will be very high (relative to the speed limit) in the origin 

and destination segments, which can be declared as free-flow conditions. At point T5, 

feature 𝑑𝑆 is at 50% of the maximal value. This event can be declared as unstable traffic 

flow, as described in Figure 4.1b. It can be concluded that if the CoM is at the diagonal 

of the STM, 𝑑𝑆 can be effectively used for the estimation of the traffic state. 
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However, the second feature must be introduced to represent other possible 

positions of the CoMs, for example, at points T2 and T4. At these points, feature 𝑑𝑆 is 

at 70% of its maximal value, leading to a false conclusion that the traffic state is close 

to free flow. Additionally, the second feature 𝑑𝐷 is at its maximal value and gives 

crucial information about the traffic state. At point T2, the start of the bottleneck can 

be observed because of transitions from very large origin speeds to very low 

destination speeds. On the other hand, at T4, clearance of the bottleneck can be 

observed as the origin speeds of the transition are low, and destination speeds are very 

high. 

As features 𝑑𝑆 and 𝑑𝐷 can be represented as linguistic variables, an appropriately 

set FIS is used to detect the probability of the bottleneck occurrence. Fuzzy rules set 

for the bottleneck probability estimation is presented in Table 4.1. The rules were 

created using expert knowledge about the bottleneck definition extracted from 

(Elefteriadou 2016; Leo Tišljarić et al. 2020). An important consideration for rule setting 

was to address the behavior of the two input parameters 𝑑𝑆 and 𝑑𝐷 with the 

corresponding correlations. 

Table 4.1 Set of fuzzy rules used for bottleneck probability estimation. 
 𝑑𝐷  𝑑𝑆  𝑝𝑏 

IF 𝑑𝐷  is “small” AND 𝑑𝑆 is “small” THEN 𝑝𝑏 is “large” 

IF 𝑑𝐷  is “small” AND 𝑑𝑆 is “medium” THEN 𝑝𝑏  is “medium” 

IF 𝑑𝐷  is “small” AND 𝑑𝑆  is “large” THEN 𝑝𝑏  is “small” 

IF 𝑑𝐷 is “medium” AND 𝑑𝑆  is “small” THEN 𝑝𝑏  is “medium” 

IF 𝑑𝐷 is “medium” AND 𝑑𝑆  is “medium” THEN 𝑝𝑏  is “medium” 

IF 𝑑𝐷 is “medium” AND 𝑑𝑆  is “large” THEN 𝑝𝑏  is “small” 

IF 𝑑𝐷  is “large” AND 𝑑𝑆  is “small” THEN 𝑝𝑏  is “large” 

IF 𝑑𝐷 is “large” AND 𝑑𝑆  is “medium” THEN 𝑝𝑏  is “medium” 

IF 𝑑𝐷 is “large” AND 𝑑𝑆  is “large” THEN 𝑝𝑏  is “large” 

 

Figure 4.5 represents the setup of the proposed FIS for bottleneck detection. It 

consists of two input variables 𝑑𝑆 and 𝑑𝐷 with corresponding output 𝑝𝑏 that represents 

bottleneck probability. All variables are represented with range [0,1], relative to their 
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maximal values. The maximal value of the 𝑑𝑆 is the length of the STM diagonal that 

can be computed as 20√2, while the maximal value of 𝑑𝐷 can be computed as 𝑑𝑆/2. 

 

Figure 4.5 Initial FIS setup for the bottleneck probability estimation. 

Every variable is represented using three linguistic expressions, “small”, 

“medium”, and “large”, representing the possible states of the variables. The term 

“small” is represented using the Z-type membership function, “medium” is 

represented by Gaussian function, and “large” is represented by S-type membership 

function. The bottleneck probability variable has an offset of 0.1 to the left to allow the 

system to be more sensitive to speed changes. 

4.6  Simulation of Motorway Traffic 

4.6.1  Simulation Setup 

The framework for motorway bottleneck estimation was made in SUMO traffic 

simulator (Lopez et al. 2018) coupled with Python programming language script via 
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TraCI interface (Wegener et al. 2008). The simulated motorway model mainstream is 

8 km long and segmented into 500 m road segments for testing and 50 m length road 

segments for validation, totaling 16 and 160 road segments, respectively. Different 

road segments’ lengths are chosen to test the method’s ability to adapt to different 

scenarios of collecting traffic data, regardless of the segment’s length. The motorway 

model has one on-ramp and one off-ramp. The simulation lasts for two hours of traffic 

simulation, totaling 24 of the 5 min intervals. Data for each vehicle and road segment 

is collected cumulatively every second for each 5 min interval. Harmonic mean speed 

and density are computed for each road segment for every interval. 

4.6.2  Traffic Scenarios 

To evaluate the proposed method, four traffic scenarios for simulation were 

created as shown in Figure 4.6. It has to be noted that two cases were created using the 

increased on-ramp inflow scenario given in Figure 4.6b. The first scenario (Figure 4.6a) 

simulates the collision in one lane on the motorway. The collision starts at the 1-hour 

mark and lasts for 30 min. The collision is simulated in the right-most lane. The 

mainstream flow was set to 2400 veh/h with the increase to 2800 veh/h between the 

15th and 55th minute to simulate the peak inflow of vehicles. The on-ramp flow was 

set to 600 veh/h with the increase to 1100 veh/h between the 15th and 55th minute to 

simulate the peak inflow of vehicles to the mainstream flow. The goal of this scenario 

is to test the method’s ability to detect a bottleneck when a traffic incident occurs. 

The second and third scenarios (Figure 4.6b) were created to simulate the 

increased inflow of on-ramp vehicles. The second scenario had the same mainstream 

flow as the first scenario, while the on-ramp flow was set to 600 veh/h and was 

increased to 1200 veh/h between the 15th and 55th minute to simulate the increased 

peak inflow of vehicles to the mainstream flow. The third scenario had the same 

mainstream flow as the first scenario, while the on-ramp flow was set to 600 veh/h 

and was increased to 1400 veh/h between the 15th and 55th minute to simulate a very 

high inflow of vehicles to the mainstream flow. The second and third scenarios show 
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the method’s ability to detect recurrent bottlenecks due to daily commuters or similar 

recurrent events. 

The fourth scenario simulates a high inflow of Heavy-Duty Vehicles (HDVs). The 

inflow of vehicles on the mainstream and on-ramp was set to be the same as for the 

first scenario. With this scenario, the proposed method is tested against the detection 

of moving bottleneck caused by slow HDVs. 

 

Figure 4.6 Analyzed simulation scenarios. (a) Collision scenario; (b) Increased on-ramp inflow 
scenario; (c) Heavy-duty vehicles scenario. 
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4.7  Results 

The proposed bottleneck probability estimation method was evaluated on a 

synthetic dataset extracted from the SUMO traffic simulation framework. The method 

was evaluated on four different possible motorway congestion scenarios that originate 

from different sources of congestion, namely: traffic accident, short recurrent 

congestion due to high on-ramp inflow, long recurrent congestion due to high on-

ramp inflow and moving bottleneck originating from a substantial amount of slow 

HDVs on the motorway. 

4.7.1  Data 

The most important parameters extracted from the simulation are vehicle speed, 

traffic density on the observed link, and the location of the vehicles on the motorway. 

Table 4.2 presents recorded parameters extracted from the simulation. 

Table 4.2 Exported data from simulation scenarios. 
Parameters Speed, Density, Location 

Collection frequency 1 s 

Time interval length 5 min 

N. Intervals 24 

Simulation time 120 min 

N. Vehicle routes 15,541 

Motorway length 8000 m 

N. Segments (test) 16 (500 m) 

N. Segments (validation) 160 (50 m) 

 

Two types of datasets were extracted from the simulation: edge data and vehicle 

routes data. Traffic parameters for every observed motorway road segment in the 

edge’s dataset are collected in 5 min time intervals. For every edge, harmonic vehicle 

speed and density is computed. The density is computed by using the number of 

vehicles by an edge. STMs cannot be computed from this dataset because there is no 
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vehicle routes information. Therefore, this dataset is used for testing and validation of 

the method. The second data set presents vehicles’ routes recorded and collected in 5 

min time intervals. The vehicle route is extracted for every vehicle on the observed 

motorway containing speed and location parameters. From this dataset, STMs are 

computed by counting the speed transitions between consecutive motorway segments. 

4.7.2  Bottleneck Probability Estimation 

The results of the bottleneck probability estimation were compared to measured 

average mean speed values across every scenario. The comparison was made in the 

spatiotemporal domain presented in Figure 4.7. From Figure 4.7a–d, every example 

consists of two images: the image on the left shows the harmonic mean speed values, 

and the image on the right show values of computed bottleneck probability. In the 

temporal domain, every cell represents one 5 min time interval, and spatially, the 

motorway is divided into 500 m edges. 

In the first example in Figure 4.7a, the bottleneck is caused by two traffic events. 

The first is high on-ramp inflow which started at the 15th minute and lasted until the 

55th minute. The second event is a traffic accident that occurred at the 60th minute. 

The left image shows that the speed drops at the 15th and 65th minutes and two 

bottlenecks occurred at the 45th and 65th minutes. The proposed method was able to 

detect both congested situations that resulted in bottleneck formation. 

The second example in Figure 4.7b presents the bottleneck due to the short 

recurrent congestion caused by an increased inflow of vehicles to mainstream flow 

from an on-ramp. The bottleneck starts to form at the 𝑒(10) to 𝑒(13) at the 35th minute 

and lasts until the 65th minute of the simulation time. The speed values indicate the 

speed decrements even between the 10th and 15th minutes, which could be misleading 

for the control algorithm at the motorway. On the other hand, 𝑝𝑏 values start to 

increase between the 30th and 35th minutes, which provide a more accurate time for 

the response of the motorway control algorithm. 
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The third example in Figure 4.7c presents the bottleneck caused by the very high 

recurrent congestion due to an increased inflow of vehicles to mainstream flow from 

an on-ramp. The bottleneck spans from the 𝑒(9) to the 𝑒(17) within the time interval 

from the 35th to the 70th minute. The pb values start to increase at the 30th minute of 

the simulation, especially at the 𝑒(16), at which point the start of the bottleneck 

formation can be identified. 

 

 

 

 

 

 

 

 

 

 

Figure 4.7 Cont.  
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Figure 4.7 Results of the comparison between absolute harmonic speed measurements (left column) 
and proposed bottleneck probability estimation method (right column). (a) Scenario 1—collision site; 

(b) Scenario 2—recurring short bottleneck; (c) Scenario 3—recurring  
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The fourth example in Figure 4.7d presents the moving bottleneck caused by the 

slow HDVs on the motorway. In the observed scenario, a very large number of HDVs 

entered the motorway, which resulted in a moving bottleneck that started at the 65th 

simulation minute. The consequences of this type of bottleneck are reflected with the 

increased 𝑝𝑏 values on a large number of edges, especially at the 70th minute. The 

speed values confirm the claim with the speed decrease in the whole motorway after 

the entrance of the HDVs. 

4.7.3  Validation 

The first step in the validation process was to create the ground truth dataset to 

compare it with the proposed method. The main goal was to estimate the bottleneck 

probability using common traffic parameters like speed and density and find a 

corresponding threshold for the bottleneck detection. For the validation process, the 

motorway scenario representing the collision site is chosen (Figure 4.7a). 

Critical density 𝜌𝑐 was estimated according to (Elefteriadou 2016), where the 

value of 28 veh/km/lane was reported as a critical value. When the vehicles on the 

motorway operate under 𝜌𝑐 condition, the traffic flow is maximal. If the current 

density is above the critical one 𝜌 > 𝜌𝑐, congestion occurs, which consequentially leads 

to a bottleneck start. Another used traffic parameter was the critical speed 𝑣𝑐. Authors 

in (Elefteriadou 2016; Inoue, Miyashita, and Sugita 2016; Li et al. 2020; Lipan and Groza 

2010; Wang et al. 2016), reports critical speed values from 50–60% of the free flow 

speed. In this paper, the value of 55% of the free flow speed is chosen as the critical 

speed on the motorway. According to the Highway Capacity Manual (Elefteriadou 

2016), at this speed, serious congestion with the lowest level of service is certain. 

Speed and density were measured on all observed 50 m motorway segments for 

the creation of the ground truth dataset. The harmonic mean speed and density were 

collected for each road segment. The exact values of parameters are shown in Figure 

4.8a, c for the observed time period of 125 min divided into 5 min intervals where the 
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dark color represents the low values of the speed and the high values of the density. 

The corresponding critical values are shown in Figure 4.8b and the binary image 

containing critical speed values can be represented with matrix 𝑉 ∈ ℝm×n. The 

elements of the matrix 𝑣(𝑖𝑗) are binary values expressed as: 

 𝑉(𝑖𝑗) = {
1, 𝑣(𝑖𝑗) ≤ 𝑣𝑐

0, 𝑣(𝑖𝑗) > 𝑣𝑐

 (4.1) 

where 𝑚 represents the number of time intervals, and 𝑛 represents the number of 

motorway segments. 

 

Figure 4.8 Ground truth data creation process for validation of the proposed method. (a) Exact values 
of the speed measurement; (b) Binary image where 1 represents critical speed; (c) Exact values of the 
density measurement; (d) Binary image where 1 represents critical density; (e) Intersection of critical 

speed and density values.  
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On the other hand, the binary image containing critical densities (Figure 4.8d) 

can be represented with matrix  𝐷 ∈ ℝ𝑚×𝑛, where elements of the matrix 𝜌(𝑖𝑗) are also 

binary values expressed as: 

 𝐷(𝑖𝑗) = {
1, 𝜌(𝑖𝑗) ≤ 𝜌𝑐

0, 𝜌(𝑖𝑗) > 𝜌𝑐

 (4.2) 

 

Finally, Figure 4.8e represents the intersection of the critical values 𝑃𝑒𝑣𝑎𝑙 = 𝑉 ∩

𝐷 = {𝑥: 𝑥 ∈ 𝑉, 𝑥 ∈ 𝐷}. The intersection of critical values of speed and density 𝑃𝑒𝑣𝑎𝑙 

represent the bottleneck occurrence on the observed motorways. There, variable 𝑥 will 

contain values 0 if a bottleneck is not detected, and 1 if a bottleneck is detected. The 

matrix 𝑃𝑒𝑣𝑎𝑙 is further used as a ground truth data. 

The next challenge was to adopt the results of the proposed method for the 

comparison with the ground truth data. As the result of a bottleneck probability 

estimation is a decimal number in the range [0,1]. The probability threshold for the 

bottleneck detection must be defined to discretize the values to 1 if the bottleneck was 

detected and 0 if not. Table 4.3 shows the result of the threshold estimation. Estimating 

the probability threshold was conducted by changing the threshold values α from 10% 

to 90% and reporting the precision, recall, and F1-score between ground truth data and 

discretized the proposed method. It can be observed that the threshold of 50% gives 

the best results with an accuracy score of 0.92. Formally, the result of the proposed 

method can be represented by the matrix 𝑃𝑝𝑟𝑜𝑝 ∈ ℝ𝑚×𝑛 with the values expressed as: 

 𝑃𝑝𝑟𝑜𝑝
(𝑖𝑗)

= {
1, 𝑝𝑏𝑜𝑡

(𝑖𝑗)
≤ 𝛼

0, 𝑝𝑏𝑜𝑡
(𝑖𝑗)

> 𝛼
 (4.3) 

where 𝑝𝑏𝑜𝑡
(𝑖𝑗)

 represents the bottleneck probability and 𝛼 represents defined threshold 

value for the discretization. 
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Table 4.3 Validation of the threshold for the proposed bottleneck probability estimation method. 
 

Threshold Class Precision Recall F1-Score Accuracy 

10% 
Normal 1.00 0.03 0.06 

0.29 
Bottleneck 0.28 1.00 0.44 

20% 
Normal 1.00 0.05 0.10 

0.31 
Bottleneck 0.28 1.00 0.44 

30% 
Normal 1.00 0.06 0.11 

0.32 
Bottleneck 0.28 1.00 0.44 

40% 
Normal 1.00 0.14 0.24 

0.37 
Bottleneck 0.30 1.00 0.46 

50% 
Normal 0.94 0.95 0.94 

0.92 
Bottleneck 0.86 0.84 0.85 

60% 
Normal 0.80 0.99 0.89 

0.82 
Bottleneck 0.96 0.36 0.52 

70% 
Normal 0.75 1.00 0.86 

0.76 
Bottleneck 1.00 0.13 0.23 

80% 
Normal 0.75 1.00 0.86 

0.76 
Bottleneck 1.00 0.12 0.22 

90% 
Normal 0.74 1.00 0.85 

0.74 
Bottleneck 1.00 0.05 0.09 

 

With the defined threshold, any value of the bottleneck probability greater than 

50% will be considered a detected bottleneck and represented with the value of 1. 

Bottleneck probabilities for the observed validation scenario are presented in Figure 

4.9a with the corresponding binary values in Figure 4.9b. 

 

Figure 4.9 Proposed method for the bottleneck probability. (a) Estimated bottleneck probability exact 
values; (b) Binary image where 1 represent bottleneck.  
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4.8  Discussion 

This paper presents a novel motorway bottleneck detection approach based on 

the STM-based traffic data model. This section aims to describe the method’s 

application possibilities and address the disadvantages and considerations for using 

the method. The emphasis of the proposed method is given on the impact of future 

academic research related to traffic control strategies on urban motorways and the 

usage of artificial intelligence methods. 

Alongside the advantages and presented application of the proposed method, 

some considerations must be addressed. The method is evaluated on a dataset 

produced with simulated CVs on the motorway. Currently, all vehicles are not 

connected and integrated into one communication system. Accordingly, the method 

could be evaluated on a dataset, which contains mixed traffic flow (containing CVs 

and not connected vehicles) to be applicable to the current motorway scenarios. On 

the other hand, speed is used as the only traffic parameter for bottleneck detection. 

Introduction of several more transition matrices containing parameters like density or 

traffic flow could increase the accuracy and reliability of the method’s result in more 

versatile motorway traffic scenarios. Final consideration when using STMs is the trade-

of between the time interval of data collection for one matrix 𝛥𝑡 and the traffic pattern 

accuracy, represented by the STM. The 𝛥𝑡 depends on the type of the research that is 

conducted. For macroscopic considerations, like traffic state estimation or finding the 

anomalies in large datasets, intervals can be set to wider range, with intervals of one 

hour or larger. In this case, many different traffic patterns are captured by the STM, 

but the most dominant can be extracted. On the other hand, if the research is related 

to micro scale like traffic control on highway or intersections, 𝛥𝑡 should be set to a 

minute scale. In this paper, the interval was set to 5 min, which was used for STM data 

collection, and is appropriate for bottleneck detection on motorways. 



 

 
 

94 
 

4.8.1  Features for Bottleneck Probability Estimation 

The STM represents the speed change in one spatial transition observed on the 

motorway. In the process of recording the speed transition, a spatiotemporal 

correlation between consecutive road segments in the form of the speed pair is 

captured. In this way, the speed transition will show the weighted average of the speed 

pairs rather than a simple averaging technique. The proposed STM-based approach 

can be compared with the methods that rely on a combination of multiple parameters 

to get more correct values by combining two or more parameters or sensor values like 

Kalman filter or Hough transform. 

Extracted attributes 𝑑𝑆 and 𝑑𝐷 represent the positional information for the pattern 

extracted from the STM with the additional information related to two important 

research topics in the field of ITS, traffic state estimation and anomaly detection. The 

value of the 𝑑𝑆 represents the traffic state with values in the range [0,1], where 0 

represents congested traffic state, and 1 represents the free-flow traffic. On the other 

hand, 𝑑𝐷 addresses the anomaly measure in the traffic data with the values range in 

[0,1] where the 0 represents normal traffic behaviour with 𝑑𝑆 as an only important 

attribute, and 1 represents the anomaly in the observed traffic pattern. Combining 

those two attributes provides complete insight into the traffic state. It allows one to 

analyze the traffic behavior with one or both features, depending on the considered 

use case. 

4.8.2  Motorway Traffic Control Strategies 

There are two most researched motorway traffic control systems, namely, 

Variable Speed Limit (VSL) (Zhang et al. 2013) and Ramp Metering (RM) 

(Papageorgiou, Hadj-Salem, and Middelham 1997). The goal of both control systems 

is to harmonize traffic flow on the main flow at the motorway to prevent bottleneck 

occurrence, reduce congestion, decrease travel time, and decrease pollution. VSL 
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consists of traffic signs positioned along the motorway that show the current speed 

limit to the drivers encountering some traffic problem at the downstream traffic flow. 

On the other hand, RM consists of a traffic light at the motorway on-ramp and 

regulates the number of vehicles that can access the main traffic flow. 

Recent studies (Gregurić, Mandžuka, and Vujić 2020; Pan et al. 2021) are 

proposing the usage of a virtual VSL suited for CVs that will receive speed limit 

information directly to the car dashboard. The STM-based traffic data modelling 

approach provides a more insightful data model as an input to both motorway traffic 

control systems. The bottleneck detection method proposed in this paper presents 

insights into the traffic state at the downstream traffic flow. It could provide actionable 

information to adapt the speed limits to harmonize traffic flow. The second important 

information extracted by the proposed bottleneck detection approach is the bottleneck 

length and duration propagation through spatial and temporal components. The 

propagation can be simply captured and implemented by counting the number of cells 

inflicted by the bottleneck in the spatial and temporal domain, respectively. 

4.8.3  Reinforcement Learning Methods 

The authors in (Vrbanić et al. 2021) summarized different reinforcement learning 

methods to VSL on the motorways in mixed traffic flows that were used to improve 

the performance of the control system. The emphasis of research in (Müller, Carlson, 

and Kraus 2016; Vinitsky et al. 2018; Vrbanic, Ivanjko, et al. 2021) is using Connected 

Autonomous Vehicles (CAVs) as the mobile sensors that provide data for cooperative 

VSL, which is used as a speed control system on a motorway. The main goal was to 

use CAVs to maximize the mainstream traffic flow for reducing the delay time of 

vehicles by adjusting motorway speed limits with the appliance of appropriate speed 

limits. Apart from using the CAVs as actuators, they can be used for state estimation 

when dealing with Q-learning (Vrbanic, Ivanjko, et al. 2021). By doing so, the classical 

traffic measurements such as speed, flow, and density can be replaced with the state 

estimation of bottleneck probability on a sequence of small segments on a motorway. 
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Thus, using the bottleneck probability as an input to the Q-learning could potentially 

increase the performance of VSL and allow finer calibration of the VSL system and 

improve performance. 

4.9  Conclusions 

Emerging technologies like CVs present challenges for developing new methods 

for traffic data analysis, traffic state estimation, and control strategies. Thus, CVs can 

be mobile sensors and actuators. In this paper, the method for motorway traffic 

bottlenecks probability estimation is proposed. The method is based on the STM 

computation and extraction of the represented traffic parameter position as an input 

to the fuzzy-based algorithm. The result of the method was the bottleneck probability 

estimated on the simulated motorway traffic scenarios. The method showed 

comparable results on four different traffic scenarios including traffic incident, 

recurrent traffic, and the moving bottleneck, with a validation accuracy of over 92%. 

The proposed method can be used in an environment with a high penetration rate of 

CVs and as an input to the motorway traffic control algorithms. 

Future work relates to the implementation of the STM-based bottleneck detection 

method as an input to classical motorway traffic control systems like VSL. The 

bottleneck probability and the bottleneck length will be used as a reward function for 

training the reinforcement learning algorithm for controlling the speed limits at VSL 

signs. Here, the agent will be rewarded if the bottleneck length decreases, or the 

bottleneck probability drops due to a more efficient control strategy. 
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Chapter 5   

Joint discussion 

Increased traffic demand inevitably leads to more innovations in the traffic 

management and control domain to cope with the challenges of the increased need for 

human and goods mobility. The main driver of the research and innovations is coping 

with congestion as the greatest challenge related to increased traffic demand. The first 

step in providing efficient solutions to the congestion challenge is to estimate traffic 

state to detect the congested traffic flow. After successful identification of the 

congestion, appropriate measures can be applied to reduce the congestion and its 

negative effects to overall traffic and quality of life. 

This thesis presents the novel matrix-based traffic data representation, the STM, 

as a tool which can be used for building a variety of methods for traffic state estimation. 

Furthermore, this thesis’s main objective and the contributions are related to the 

development of STM-based methods for traffic state estimation which can be used for 

traffic congestion estimation, traffic anomaly detection, and bottlenecks detection. The 

primary aim of introducing the STM is to provide traffic data representation that is 

more informative because it does not discard many datapoints in the pre-processing 

step than commonly used speed profiles and it is less complex than traffic tensors. 

As the matrix-based representation, STM can be visualized as a heatmap 

representing the traffic pattern. During the research it was observed that the position 

of the traffic pattern is the most important indicator for estimating the traffic state. 

Furthermore, the CoM emerged as the main feature which can be extracted from the 

STM and with further analysis used for the development of traffic state estimation 

methods. This chapter discusses three main contributions of the thesis, which include 
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traffic congestion estimation, traffic anomaly detection, and motorway bottleneck 

detection, and combines each paper’s contributions into the single discussion. 

This research discusses the development of the clustering congestion estimation 

method based on the STM. The main goal of the research was to present the novel 

traffic data representation method, compare it to commonly used traffic data 

representation methods, and present the first STM use case, the congestion estimation. 

The method included computation of the CoM represented with equations (2.4) and 

(2.5). The computation of CoM resulted in transformation from the STM (matrix) to 

the one point with its coordinates 𝑐𝑥 and 𝑐𝑦 within the STM representing observed 

traffic pattern’s center of mass. The transition from the STM into the CoM 

representation is shown in Figure 2.3. Due to its characteristic of simply, yet effectively 

representing the observed traffic pattern, the CoM is used in further research as the 

main feature extracted from the STM which is used for the traffic state estimation. 

After the CoM extraction for every computed STM, an Elbow method is used to 

determine the cluster number which represents the congestion states. The result 

showed the best possible cluster number of three congestion states. Then the 

agglomerative clustering approach is used to divide input CoMs into the three 

congestion classes “Free flow”, “Stable flow”, and “Congestion”. This approach is 

visualized in Figure 2.4 which presents the result of the Elbow method and the 

corresponding dendrogram representing clustering result. The method was applied 

on the real-life dataset collected at the medium sized European city described in Table 

3.2. The result in Table 2.1Figure 2.5 Results of traffic state estimation visualized on 

the map of the City of Zagreb. and Figure 2.5 indicate the three estimated congestion 

states with the corresponding probabilities of the occurrence spanned through 

different daily intervals. The results indicate the greatest probability of congestion 

during the rush hours due to daily commuting. After the validation of method using 

cross validation (Table 2.2 and Table 2.3) and the domain knowledge (Table 2.4 and 

Table 2.5) with the corresponding accuracy of 97% and 91%, the results are further 

used for the analysis of most congested bridges at the City of Zagreb. The results 

showed that congestion is generally very high, and traffic behaves very differently at 
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bridges when morning and evening rush hours are compared. This research resulted 

in successfully applying the STM-based method for clustering traffic data which 

resulted in identifying three congestion classes. In the other hand, it showed the 

advantages of using the more informative traffic data representation with using the 

STM to extract the spatiotemporal correlations within the observed road segments. 

Consequently, this research places STM-based clustering as a method with a clear 

applicable value for further research or implementation in industry applications. 

This research continued from identifying clusters in traffic data into detection of 

unexpected events, the anomaly detection. The second goal of the research was to 

develop an STM-based method for anomaly detection in traffic datasets. The proposed 

methodology includes data pre-processing steps and the anomaly detection method 

by identifying anomalies from a constructed tensor. In the pre-processing step, the 

observed area (medium sized European city) was divided into 𝑁 cells with the physical 

size of 500×500 m. One cell was then used to extract STMs which are then used to 

construct a traffic tensor. In this case, every cell was represented with a tensor 𝜏 ∈

ℝ𝑚×𝑛×𝑡 further explained in Figure 3.4. With the constructed tensor, traffic can be 

modeled, and the traffic state can be estimated by analysis of the factor matrices which 

were the result of the tensor decomposition represented with the Equation (3.1). The 

main anomaly detection input matrix was the factor matrix 𝐴 ∈ ℝ400×10 which 

consisted of the characteristic traffic patterns represented with the STMs. On the other 

hand, factor matrices 𝐵 ∈ ℝ𝑛×10 and 𝐶 ∈ ℝ8×10, where used for spatial and temporal 

anomaly placement, respectively. After computing factor matrices, a novel anomaly 

detection method based on the CoM was proposed. The method relies on the 

computation of the 𝑑𝐴, the relative distance from the CoM and the diagonal of the 

matrix which spans from the upper left to the lower right corner, represented in Figure 

3.1 and Figure 3.4. In Figure 3.6 a) all CoMs relative distances from the diagonal was 

plotted in the histogram. It showed significant right skew because most of the CoMs 

were very close to the diagonal as it represents the normal traffic. Due to the intense 

skew Figure 3.6 b) and Table 3.1 showed that standard anomaly detection methods are 

not able to detect the STM anomalies efficiently. This is the reason adjusted box plot is 
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used to detect the anomalies as it can detect the anomalies from the skewed 

distributions. The research resulted in proposing an STM-based anomaly for anomaly 

detection represented with Algorithm 3.1. With this research, a novel paradigm for 

detecting anomalies in traffic networks using the STM is proposed. The approach 

defines an anomalous traffic state as an instance of unexpected traffic flow behavior. 

By specifically targeting sudden braking and intense accelerations, the method 

effectively avoids misclassifying recurrent congestion as anomalies. Many existing 

methods for road traffic anomaly detection rely on identifying large deviations in 

traffic parameters within a defined time period. However, when analyzing data hour 

by hour, such methods may mistakenly flag recurrent traffic congestion as anomalies, 

as it is substantially different from the normal traffic which occurs in the non-rush 

hours. This is due to peak traffic loads during rush hours, which vary in intensity 

across different areas of the city. For instance, anomaly detection methods based solely 

on traffic volume computations may fail to detect anomalies within a specific time 

interval if the average daily traffic volume remains unchanged. Leveraging the STM, 

our proposed approach overcomes these challenges, ensuring accurate anomaly 

detection while remaining adaptable for near real-time and real-time applications. 

Compared to the other approaches, this method is more focused on detecting local 

anomalies which scope is limited to the transition between two road segments. 

Concretely, it is adopted for detecting the dangerous situations which can lead to 

traffic accidents which places this method as a tool for the prediction of the anomalous 

patterns. After the successful prediction of the potentially dangerous event, the 

necessary actions can be taken to prevent its happening. 

The research continued from detecting the general anomalous patterns in the 

urban areas to detecting the specific anomaly events on the motorways, the 

bottlenecks. The bottleneck occurs on the motorway when the speed of the vehicle 

suddenly drops due to vehicles merging on ramps or traffic accidents and causes a 

shock wave in the upstream direction. As the authors discussed in (Wegerle et al. 

2020), most commonly used traffic flow models based on measuring standard traffic 

parameters cannot be used to represent traffic flow breakdowns which causes 
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bottlenecks without incorporating spatio-temporal correlations. In this context, novel 

motorway bottleneck detection method is proposed based on the STM at it shows 

spatio-temporal correlations between the consecutive segments. The proposed STM-

based method is based on extracting the speed transitions between consecutive road 

segments with STM representation (Figure 4.1), extracting the CoM (Equations (2.2)-

(2.5)), and measuring two distances: i) distance from the CoM to the origin of the STM, 

and already mentioned ii) distance from the CoM to the diagonal of the STM. Distances 

are then used together for the bottleneck detection because of the ability to represent 

the congestion state and detect the anomaly which forms the bottleneck, represented 

in Figure 4.4. With this method three distinct traffic events can be detected which are 

part of the bottleneck manifestation: (i) sudden breaks, as the start of a bottleneck 

where vehicles are approaching the congested area, (ii) heavy congested area, where 

vehicles are slowed down or not moving, and (iii) sudden acceleration area, where 

vehicles are leaving the congested area. Figure 4.3 shows all three traffic events with 

the corresponding STMs used for the bottleneck detection. This method differs from 

the proposed methods in other literature due to its ability to estimate the probability 

of bottleneck occurrence which can be used for the bottleneck prediction. This can be 

used as actionable information for the authorities to prevent its negative effects on the 

traffic flow on motorways. The second differentiation is the ability to use the method 

in both real-time and history dataset analysis. After the initial method calibration on 

the historical dataset by setting the fuzzy rules represented in Table 4.1, and setting 

the threshold for the bottleneck detection shown in Table 4.3 the method can be 

efficiently used in a real-time scenarios and simulations. The third distinctive feature 

of the bottleneck detection method is the ability to detect the bottleneck length which 

is shown in Figure 4.7 represented using heatmap. The bottleneck length can be 

estimated by counting the transitions represented with the STMs from following the 

three mentioned bottleneck events from the sudden breaks to the sudden acceleration 

area. 

There is a wide range of possible STM usages related to scientific contributions 

and industry applications like visualizing, quantifying, and classifying traffic state, 



 

 
 

102 
 

identifying anomalous behavior, and predicting traffic flow. One of the possible use 

cases is expanding the STM to traffic state prediction problems by extracting traffic 

flow-related features captured in STMs traffic patterns. Where multiple features from 

the traffic pattern can be extracted related to the traffic flow speed, density, or some 

other external features which are influencing the traffic state. Another possible use 

case can include extraction of STMs as traffic images for training deep learning models 

to predict future traffic flow state. Here, every traffic image can represent the traffic 

state on the consecutive road segments on the observed part of the traffic network. 

Since every STM represents the traffic pattern, it can be used as an input image for 

training the deep learning model like CNN. The model can be trained to extract the 

visual features and predict the future traffic behavior or to classify the traffic state into 

pre-defined traffic state classes. Furthermore, the STM-based traffic state prediction 

can be incorporated into the routing application to find the optimal route due to its 

primary feature of containing traffic state and anomaly information. In this use case, 

STM is used to represent spatiotemporal relations between congestion at the 

consecutive road segments which are a part of the route. Here, STM is used as a data 

source for estimating traffic congestion, which will determine the optimal route based 

on the chosen loss function like fastest route, the most energy effective route, or similar 

goal. 

Alongside the advantages and presented application of the proposed method, 

there are several limitations that need to be addressed in further research. One 

limitation is that the traffic state value is only based on speed values, which can lead 

to inaccuracies on short road segments bounded by unsynchronized traffic lights. 

Another limitation is that the dataset used for the experiment only includes working 

days to capture the most extreme congestion conditions in the urban road network. A 

possible improvement would be to include weekend data to analyze the differences 

between traffic on working days and weekends. Additionally, the anomaly detection 

method is based on speed, which can lead to false anomaly detection on short road 

segments bounded by non-synchronized intersections. More narrow time intervals 

like 5, 15 or 30 minutes are used in most road traffic-related research. Narrower time 
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intervals could provide more informative results, especially in environments with 

mixed traffic flows. The modeling process of the STM also needs to be addressed, with 

important parameters like size, discretization period, and cell size analyzed for 

optimization purposes. Furthermore, the method should be evaluated on a dataset that 

contains mixed traffic flow (containing CVs and not connected vehicles) to be 

applicable to current motorway scenarios. Speed is used as the only traffic parameter 

for bottleneck detection and incorporating more transition matrices containing 

parameters like density or traffic flow could increase the accuracy and reliability of the 

method in more versatile motorway traffic scenarios. Finally, the trade-off between the 

time interval of data collection and the traffic pattern accuracy represented by the STM 

needs to be considered. The time interval depends on the type of research being 

conducted and should be set to a wide range for macroscopic considerations and a 

narrow range for micro-scale considerations such as traffic control on highways or 

intersections. 
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Chapter 6   

Conclusion 

Within this thesis, three methods, all related to traffic flow state estimation are 

represented. The novelty of the methods is reflected in using newly proposed GNSS 

traffic data representation named STM. Methods represent the joint contribution to the 

transport and traffic research field by showing the STM usage possibilities as a novel 

traffic data representation. Three methods are presented to the scientific community 

by publishing journal papers in journals raked according to the Ordinance on doctoral 

studies at the University of Zagreb and the recommendations of the Commission for 

Postgraduate Studies and Doctorates of the Faculty of Transport science. 

Based on the results of this thesis, the following conclusions and answers to the 

hypotheses can be made: 

 

1. Speed transition matrix can be used for a development of the traffic congestion 

classification method on a road traffic network. 

The results of this research present the methodology for traffic congestion 

estimation and classification on a citywide scale based on the medium-sized European 

city. The CoM for every matrix, as a most important feature representing the position 

of the traffic pattern, was extracted to classify the STMs regarding the traffic 

congestion with classes "free traffic flow", "unstable traffic flow" and "congestion", 

respectively. The CoM extraction resulted in simplification of the classification process 

due to dimensionality reduction and higher interpretability of the resulting classes. 

The results show that STMs can be used for traffic congestion estimation on a citywide 

scale and on micro-locations. The results are validated using the cross-validation 
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method, and specific domain knowledge, which resulted in an accuracy of 97% and 

91%, respectively. 

 

2. Speed transition matrix can be used for a development of the tensor-

decomposition-based method for anomaly detection on a road network. 

This thesis presents a novel tensor-based method that is using STMs as an input 

for anomaly detection. The main confirmed hypothesis within this research was that 

CoM position within the STM can represent the anomaly efficiently.  The research 

showed that the distance between the main diagonal and the CoM can be used as an 

anomaly detection feature when working with STMs. This method integrates the 

advantages of using tensor-based data representation with the novel STM-based 

approach to extract the traffic patterns, which can be described as anomalous or not 

based on the distance between the CoM and the STM’s diagonal. The result presents 

valuable traffic insights useful for the routing application, responsible urban planners, 

and road infrastructure maintenance authorities. When compared to other anomaly 

detection methods that uses tensor-based representation, this method is more focused 

on detecting the local anomalies that strictly relates to traffic flow and can lead to the 

development of the potentially dangerous situations like traffic accidents. 

 

3. Speed transition matrix can be used for a development of the method for traffic 

bottleneck detection on motorways and probability of their occurrences. 

This thesis presents a novel method for detecting and estimating motorway 

bottleneck occurrences. The method is based on using STMs as an input, while traffic 

bottleneck features were extracted from CoM, then fed to the FIS to estimate the 

bottleneck’s probability of occurrence. The main bottleneck detection features were 

related to measuring the distance between the CoM and the STM’s source and the main 

diagonal, respectively. The method was validated using a traffic simulator with 

different scenarios including traffic incident, recurrent traffic, and the moving 
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bottleneck, with a validation accuracy of over 92%. The proposed method can be used 

in an environment with high penetration rate of CVs and as an input to the motorway 

traffic control algorithms. 

Further research directions for the academic community in the field of traffic state 

estimation and classification include expanding upon the use of STMs as a data model. 

One potential direction includes training a deep learning model, such as a 

Convolutional Neural Network (CNN), as a traffic state classifier, using STMs as input 

data. Another direction is to use tensor-based analysis, by creating traffic tensors as 

multiple STMs placed in a tensor-based on the time interval in which the STM is 

collected, which could provide more spatiotemporal insight into traffic conditions. 

Additionally, future work could involve expanding the proposed method for real-time 

anomaly detection, as well as implementing STM-based bottleneck detection as an 

input to classical motorway traffic control systems like Variable Speed Limits (VSL), 

where the bottleneck probability and length are used as a reward function for training 

a reinforcement learning algorithm to control speed limits at VSL signs. The agent will 

be rewarded if the bottleneck length decreases or the bottleneck probability drops, 

indicating a more efficient control strategy. 
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